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Abstract

With the merger of telephony and computer networks, telephony has become more flexible and

adaptable to the needs of the user. Voice over IP allows for relatively inexpensive communication

by sending the voice via computer networks such as company intranets and the internet. The

project discussed in this paper will investigate how communication sessions can be re-routed

via different networks and/or protocols depending on the state of the network that the session is

currently routed over. The least-cost routing solution has been implemented as an application

or module within Asterisk - an open source private branch exchange (PBX) - and was tested by

re-routing sessions between an 802.11 based network and a global system for mobile (GSM)

network. The objective was to provide a solution that will perform the re-routing on the last leg

of the call and not to be deeply rooted within the telecommunication companies’ networks.
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Chapter 1

Introduction

1.1 Scenario and Problem Statement

With the merger of telephone and computer networks, Voice over IP (VoIP) is fast becoming

a popular method of telephony as more bandwidth becomes available and data network speeds

improve. A VoIP infrastructure is far cheaper to deploy, maintain and make calls on than legacy

PBXs (private batch exchange) and legacy telephone networks. The deployment and mainte-

nance is cheaper on a VoIP network as it makes use of the original internet protocol (IP) based

computer network deployed in the organization [2, 3, 4, 5]. The calls are cheaper on the VoIP

system as VoIP systems use an eighth of the bandwidth the traditional phone systems use.

The project discussed in this paper will investigate a way of implementing least-cost routing

within Asterisk - an open source PBX - where the cost could be financial, the use of less secure

links, bandwidth, or any criteria that the administrator would prefer to use. At the same time, the

system will increase the quality of calls as well as improve the robustness of the VoIP system.

This will enable the PBX to try and choose the cheapest network and/or protocol for commu-

nication, depending on the current conditions of the cheaper or more preferred network. In the

case when an IP network is used, the conditions such as latency and packet loss of the cheaper

network will be monitored.

The PBX will choose the optimal network for transmission before the establishment of the

session and will continuously monitor the link while the link exists. If the current network and/or

protocol’s conditions deteriorate, the PBX will automatically re-route the session to an alternate

network and/or protocol. The project will specifically investigate the re-routing of communica-

tion sessions between GSM and wireless VoIP phones as illustrated in Figure 1.1.

3
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Figure 1.1: Showing how the session will be re-routed via GSM when the user exits the WiFi

network and back to WiFi when the user enters a WiFi network

1.2 Technologies and protocols used in the project

This section will describe the protocols used in the project during experimentation and testing of

the solution.

VoIP is the real-time delivery of voice between two or more parties across networks using

IP as well as the exchange of information required to control this delivery [15]. Real-time com-

munication sessions are comprised of two components: a signaling and a streaming component.

The signaling component is responsible for all the administrative duties, such as negotiating

the establishment of a session, redirection of a session and termination of a session, while the

streaming component takes care of the actual end-to-end delivery of the media, be it voice or

video. These VoIP protocols and how they interact are illustrated in Figure 1.2.

The Session Initiation Protocol (SIP) is a simple light weight signaling protocol that is most

commonly implemented on top of the User Datagram Protocol (UDP), but can also be imple-

mented on top of the Transmission Control Protocol (TCP) [3, 15]. SIP will be discussed in

more detail in Section 1.3.

The Real-time protocol (RTP) is a streaming protocol and is generally used in conjunction

with UDP, but can make use of any packet-based lower layer protocol [4]. RTP has many re-

sponsibilities as will be discussed in Section 1.4. The Real-time control protocol (RTCP) is a
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Figure 1.2: The Internet telephony (VoIP) protocol stack adapted from [15]

companion protocol of RTP. RTCP packets carry information regarding the state of end points as

well as statistical information regarding the current RTP stream such as delay times, packet loss

and jitter [1]. RTCP will be discussed further in Section 1.5.

802.11 is an IEEE medium range (in the range of 100 meters) broadband wireless networking

standard that is used to connect wireless devices together as well as provide wireless access to a

wired local area network. The 802.11b standard offers a shared data transfer rate up to 11Mbps,

and 802.11g offers shared data transfer rates up to 54Mbps. 802.11 will be used to transport VoIP

data and will be discussed in more detail in Section 1.6.

The remainder of the chapter will provide a more in depth discussion of the various protocols

used in the experiments and testing of the solution.

1.3 The Session Initiation Protocol

The previous section introduced SIP and the other VoIP protocols and this section provides a

detailed description of SIP and demonstrates its role in the VoIP architecture as a signalling

protocol.

SIP [13] is the Internet Engineering Task-force’s (IETF’s) standard for multimedia confer-

encing over IP, where a conference involves one or more end-points. SIP is a basic text-based

application layer protocol that allows end-points to negotiate the establishment, redirection and

termination of real-time communication sessions as well as determine the location, media ca-
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pabilities and availability of the target end point [3]. One should note however that a physical

network resource or channel does not exist between the end points; instead a session is a signal-

ing state at the two end points and a session indicates a RTP stream in either direction between

end points [15]. Like other VoIP protocols, SIP is designed to address the functions of signaling

and session management within a packet based telephony network. Signaling allows for calls to

be established across network boundaries and session management provides the ability to control

the attributes of the end-to-end call.

As illustrated in Figure 1.3, SIP is a peer-to-peer protocol where the peers in a session are

called user agents. The user agents can either function as the user agent client or as the user agent

server in a transaction. The client application that initiates the transaction will assume the role of

user agent client and the server application that contacts the user when a SIP request is received

assumes the role of user agent server [3].

Figure 1.3: SIP Architecture [3]

The other components that assist in the functioning of SIP are the SIP gateway and the SIP

proxy and redirect servers. The SIP gateway provides a signaling and streaming interface be-

tween the VoIP SIP network and a legacy PBX or public switched telephone network (PSTN).

The proxy and redirect servers contain information about the other SIP users on the network,

such as their location and capabilities [3]. These components do not fall within the scope of the

project, so will not be discussed any further.
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1.4 The Real-time Transport Protocol

This section provides a detailed description of RTP [14] and demonstrates RTP’s role in the VoIP

architecture as a streaming protocol.

Once a signalling protocols such as SIP has negotiated and established a session between

two or more end points, RTP will start transporting the media between the end points, be it voice

or video [4]. The real-time protocol is responsible for the sequencing of packets, intra-media

synchronization, inter-media synchronization, payload identification and frame indication [15] .

RTP has two components, RTP itself and its companion protocol, RTCP. RTP is generally

used in conjunction with UDP layer, but can make use of other packet-based lower layer proto-

cols. When a host wishes to send a media packet, it takes the media, formats it for packetization,

adds any media specific packet headers, prepends the RTP header and hands the packet to the

UDP or lower-layer protocol for transmission [15]. RTP packets have been designed so that one

can place any type of media in the RTP payload as long as both end points can encode and decode

the media format. Various codecs can be used for the encoding and decoding of VoIP media as

the different codecs are tailored for different network environments, such as networks that have

high delay, high jitter or high packet loss. As illustrated in Figure 1.4, each RTP packet contains

a sequence number which uniquely identifies the packet in the stream and indicates in which

order the packets should be arranged for playback at the target end. RTP packets also contain a

time-stamp, indicating when the media frame was generated relative to other RTP packets in the

same session, allowing for media synchronization between the end-points [15].

Figure 1.4: RTP Packet’s structure[15]
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1.5 The Real-time control protocol (RTCP)

As mentioned in the previous section on RTP, the real-time control protocol (RTCP) [14, 8] is a

companion protocol for RTP and conveys information specific to a RTP media stream between

end points. Media senders and receivers periodically send RTCP packets to each other containing

a number of elements, usually a sender report or a receiver report followed by source descriptions

[15]. The sender reports are generated by users who are RTP stream senders. Each RTCP sender

report contains information regarding the amount of information sent so far as well as correlating

the RTP sampling timestamps and absolute timestamps to allow for synchronization [1, 4]. In-

cluded in the receiver reports are delay times, packet loss quantities and jitter information. This

information is used by the sending party to adjust their transmission speed and other parameters

to minimize the packet loss, delay and/or jitter [1, 4, 15].

1.6 802.11 Wireless Networks

Wireless networking is fast becoming a popular medium for networking as it allows for a user

to be connected to a network and ultimately the internet without having a physical network

connection enabling greater mobility and flexibility [19].

802.11’s biggest limitation is its limited range of approximately 100 meters without boosting

through the use of high gain antennas or repeaters. This has proven to be rather problematic if

the wireless network infrastructure is used for VoIP applications where the user can easily exit

the coverage of the 802.11 wireless networks during a session as the session will be terminated.

This is one of the problems that the project has addressed.

1.7 The solution

An application has been written for Asterisk which monitors the quality of the preferred link

between the PBX and the end user. The application checks the status of the preferred link before

a session is established. If the status is above 50%, the session is routed via the preferred link, else

routed via the alternate link. If the quality or status of the link deteriorates below an acceptable

level once the system has been established, the application will re-route the call to the alternate

device or link, and if the quality or status rises above the upper threshold, the call will be re-

routed via the preferred link. This will be discussed in more detail in Chapter 4 on the DialPref

application.



Chapter 2

Asterisk and iLanga

2.1 Asterisk

Asterisk can be thought of as a ”middleware” as it sits between telephony technologies and

telephony applications [17]. In other words, Asterisk provides a way for different telephony

technologies to communicate with each other as well as interact with telephony applications. An

example of this could be a VoIP protocol, such as SIP, communicating with legacy telephony

technologies such as a integrated service digital network (ISDN) or an user phoning in on an

ISDN channel and interacting with the Voicemail application within Asterisk.

Asterisk has a channel based architecture which allows for Asterisk to support any telephony

protocol as long as a channel has been written for the specific protocol. The Asterisk channel

structure translates the protocols such as SIP, ISDN and/or RTP from their native format to a

generic structure called frames which can be understood by all channels regardless of the chan-

nel’s type. This allows for the intercommunication of channels of different types such as SIP

and H.323 (H.323 is a VoIP specification developed by the International Telecommunications

Union), thus allowing for interoperability between telephony networks and the integration of

modern and legacy telephony networks. Figure 2.1 illustrates how SIP, H.323 and ISDN net-

works can intercommunicate by using Asterisk as the middleware.

The remainder of this section describes the various APIs, applications, manager interface and

configuration files within Asterisk.

9
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Figure 2.1: Different telephony networks intercommunicating via Asterisk

2.1.1 Asterisk’s APIs

Asterisk has various APIs that enable the inter-communication of applications, channels, codecs

and various other components as illustrated in Figure 2.2 below. These APIs are: the Application

API, the Codec Translator API, the File Format API, and the Channel API.

Figure 2.2: The Asterisk APIs

2.1.2 Asterisk Applications

Asterisk is shipped with various applications such as the Dial, Voicemail, MeetMe and Playback

applications that can be called from within the Asterisk Dial Plan as shown in the extract below.
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Extract from Asterisk Dial Plan:

[incoming-H323]

exten => 9000,1,Dial(SIP/3456)

exten => 9000,102,Voicemail(u3456)

C applications can be plugged into Asterisk by interfacing with the Application API and need to

implement 5 mandatory functions namely:load module(), unload module(),

description(), app exec() andkey() . When Asterisk starts up, theload module()

function is called which loads the module. The unloadmodule() is called when Asterisk is shut-

down. Thedescription() function is called when a user requests a description of a the

application whilst using the Asterisk CLI (command line interface). Theapp exec() function

is called when Asterisk needs to execute that specific application and is the point of entry into

the application [7]. Other functions may be defined within the application and can be called from

theapp exec() function or any other function as one would normally do in programming of

this style.

2.1.3 The Asterisk Manager Interface

When Asterisk starts up, a TCP port is opened on which Asterisk accepts external connections.

This enables authenticated external applications to send and receive plain text commands to

Asterisk via a TCP connection which can request various actions such as redirecting a call or

establishing a call. Once Asterisk has performed the action, the results are returned to the client.

The manager API can be configured in the manager.conf file.

2.1.4 Configuration files

Asterisk is configured by editing configuration files located in the/etc/asterisk directory

on a Linux machine. Some of the commonly used configuration files include:sip.conf,

iax.conf, modules.conf andextensions.conf . These configuration files are not

within the scope of the project and so will only be discussed briefly in the remainder of this

section, but more information can be obtained by consulting the Asterisk Handbook [17].

2.1.4.1 Modules.conf

Asterisk can be instructed to load or not load certain modules by editing themodules.conf

file located at/etc/asterisk/modules.conf on a Linux machine. By enteringload
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= app dial.so into themodules.conf file, Asterisk will load the Dial Application when

Asterisk starts up andnoload = chan sip.so will instruct Asterisk not to load the SIP

channel when starting up.

2.1.4.2 Sip.conf

Thesip.conf file is the SIP channel’s configuration file and is where all SIP users are defined

and other configurations regarding the SIP channel are set.

2.1.4.3 Extensions

One of the core concepts within Asterisk is that of extensions The term extension has been in-

herited from legacy PBXs, where one extension can dial another extension by dialing a number

associated with the extension. In Asterisk however, the term extension covers more. An exten-

sion is simply a number that has been associated with one or more actions within Asterisk as

defined in thedial plan [7]. An example of this could be a user dialing a number, say 1289,

this could first dial the other user at their extension and if they are unavailable re-direct the user

to the Voicemail application.

2.2 iLanga

iLanga is a computer-based PBX currently being prototyped in the Department of Computer

Science at Rhodes University. iLanga is composed of three open source components and a fourth

component that has been written by students in the department. Asterisk - an open source PBX

- forms the soft switching core of iLanga and SIP Express Router (SER) and Open Gate Keeper

(OpenGK) provide points of entry into iLanga for SIP and H.323 users respectively as illustrated

in Figure 2.3 below. SER is a high performance SIP proxy, location and redirection server

and is suitable for a range of scenarios including small offices, enterprise PBXs and carrier

services. In iLanga, SER is used in conjunction with Asterisk to handle SIP registrations and

provide innovative SIP services. When SER is configured as a forking proxy, users can register

multiple SIP clients at various locations and still retain the same SIP universal resource identifier.

Asterisk supports the H.323 protocol by acting as a H.323 endpoint, thus not providing the H.323

management functionality that a H.323 gatekeeper such as OpenGK would provide [11].
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Figure 2.3: iLanga’s architecture

The fourth component is the iLanga proxy which is the interface between Asterisk and the

iLanga front-end. The iLanga proxy is needed as the Asterisk Manager API has been proven to

be rather unstable when many TCP connections are made to it. The Asterisk Manager API also

broadcasts all information to all the users connected to it which generates unnecessary network

traffic and may prove to be a security risk. Thus by introducing the iLanga proxy, these problems

are eliminated as only one connection to the Asterisk Manager Interface is made by the iLanga

proxy and the proxy will only send information to a user that is of direct interest to that user [7].

Figure 2.4: iLanga Proxy



Chapter 3

Asterisk Dial Application and Conference

Room

The Dial application was used in this project as a tool to help understand how the Asterisk

channel structure works and the steps that need to be followed to make a call in Asterisk at

an application level. This proved to be quite a challenging task as there is no documentation

on the Dial application apart from the sparse commenting in the source code and some very

basic comments and discussions on the Asterisk forums. Thus the core operations that the Dial

application performs had to be identified and understood by reading their source code before

methods to re-route the session via a different link could be developed and implemented.

The remainder of this chapter will discuss the core functions used within the Dial application,

theast channel structure and conference rooms.

3.1 The Dial Application and the Application API

The Dial Application is an Asterisk module or application written in C that allows for calls to

be made between two devices via Asterisk. The Dial application is typically used by calling it

from the Asterisk Dial Plan as shown below, but can also be called from within other Asterisk

applications.

Extract from Asterisk Dial Plan (/etc/asterisk/extensions.conf):

exten => 9000,1,Dial(SIP/200,15)

exten => 9000,102,Voicemail(u200)

The Dial Application accepts several parameters. The first parameter of the parameters relevant

14
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to this project is information needed to dial a user on a specific channel and the second parameter

is the timeout value. The Dial application will dial the user and if the timeout value has been

reached without the user having answered the device, the Dial application will exit. The Dial

Application performs various checks and billing functions, which will not be discussed in this

chapter; instead, the chapter will focus on the core activities that the Dial Application performs

while setting up the call.

When an application is executed within Asterisk, it is passed two parameters: a pointer to the

channel that called or owns the application, and a string of parameters passed from the Dial Plan.

The Dial Application first tokenizes the input string that it received to extract the information

needed to build the outgoing channel(s) as well as the timeout value. Once the Dial applica-

tion has extracted the information needed from the input string, the core activities take place as

illustrated in the flow chart in Figure 3.1.

The first function which is called is theast request(char* channel information)

function which will ask the Asterisk core to establish an outgoing channel and pass a pointer to

the new channel created back. Once the outgoing channel has been established theast call

(struct ast channel *chan, char *destination) function is called which will

establish a call to the end device using the channel and destination string passed to it. Next the

ast channel make compatible(ast channel *incoming, ast channel

*outgoing) is called, which will find the lowest common denominator between the incom-

ing and outgoing channels so that unnecessary work is not done by decoding and re-encoding

information that was in the same format to start with and so that the two channels can intercom-

municate. Next theast bridge call() function is called which first performs some house-

keeping work before it enters an infinitefor loop which inspects eachast frame to see what

type of frame it is. Depending on the type of frame, the function will perform various tasks. First

the function will check to see if the frame is a control frame or a special DTMF (Dual Tone Multi

Frequency) tone frame such as a ’#’. If the frame is a control frame or a special DTMF frame,

the appropriate action is performed, else the frame is merely copied to the peer channel using the

ast channel bridge() function. eg. If the frame is of typeAST FRAMECONTROLand

has a sub-typeAST CONTROLHANGUP, then the function will break out of the infinitefor loop

and return to the calling function. The calling function,dial exec() in the Dial application,

will then check to see if the channels have been hung up and if not do a hangup on the channels,

perform further cleaning up if necessary and exit the application. Theast channel bridge

can be conceptually thought of as a bridge that picks frames up from the incoming channel and

copies it to the outgoing channel as illustrated in Figure 3.2.
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Figure 3.1: The actions performed to set up a call within Asterisk

Figure 3.2: The Asterisk Channel Bridge
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3.2 astchannel struct and key functions

This section discusses the members of theast channel structure that have been used in this

project.

struct ast channel {

...

char *name;

char *type;

struct ast channel *dialing;

int zombie;

int state;

int readformat;

int writeformat;

char *callerid;

...

};

The extract of theast channel struct above only contains the members of the struct that were

used in the implementation of the project. The complete version can be found in thechannel.h

file located in the./include/asterisk/ directory within the Asterisk source directory.

Thename is used to uniquely identify a channel, eg. SIP/2000-ef12. The first part, in this

case, indicates which SIP users the channel is assosiated with and the hexidecimal digits (ef12)

uniquely identify the channel as more than one call, and hence channel, can be made to the

same user.type contains the type of the channel as each type of channel has its own imple-

mentation of a channel. The*dialing pointer points to theast channel that the current

channel is calling or dialing. Thezombie variable is set to indicate whether the channel is a

zombie or not. A zombie channel is a channel that has a channel structure allocated, but has no

guts. Thezombie variable is used during channel masquerading as will be discussed later in

the paper. Thestate variable indicates the current state of the channel and can contain numer-

ous values as defined in thechannel.h file. Some of these states are:AST STATEDOWN,

AST STATERING, AST STATEBUSY, AST STATEUPand will be used in a discussion

later.
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3.3 Conference Room

In real life a conference room is an area where two or more people can meet for consultation,

discussion and/or the interchange of opinions. In the world of telephony, a conference room has

the same purpose and users can join a virtual conference room by dialing an extension from their

telephone. Previously one could only join voice conferences, but video conferencing has become

a more and more popular way of meeting.

Asterisk has built in conferencing facilities which work for voice and experiments are cur-

rently being conducted in the department to see whether video conferencing via Asterisk is possi-

ble. A conference room can be set up very easily within Asterisk by modifying themeetme.conf

andextensions.conf files within the asterisk configuration directory - /etc/asterisk. One

has to define a conference room in Asterisk by insertingconf => <number> into themeetme

.conf file. The number of the conference room is used when defining an extension to be asso-

ciated with the conference room in theextensions.conf file.

One of the possible architectures for implementing cross-protocol re-routing within Asterisk

made use of a conference room. By simply adding a call to one of the user’s device’s interfaces,

such as SIP, to the conference room one could easily re-route the session to another interface

on the user’s device, such as GSM. This re-route could be done by adding the GSM call to the

conference room and then removing the SIP call from the conference room. Thus the conference

room effectively acted like a switchboard where the outgoing links could be patched easily.

The following 3 subsections will discuss why a Zaptel card is needed for by the conference

room in Asterisk and how to install a Zaptel card.

3.3.1 The purpose of Zaptel cards within conference rooms

Zaptel cards come in many forms, from ISDN BRI (basic rate interface) cards to fxo (foreign

exchange office) cards that can be used to connect to normal POTS (plain old telephone service)

exchange. The conference rooms require a Zaptel card as the Zaptel cards have a chip on them

which is dedicated to producing an 1000Hz clock frequency used when mixing the media from

all the channels that are currently part of the conference. Conventional computers have chips

that can produce these clock frequencies, but the Linux 2.4 kernel did not support the use of the

clocks by applications other than the operating system.

ztdummy can be used to provide the 1000Hz clock frequency needed by some of the appli-

cations within Asterisk such as the MeetMe (conference room) and Queue that the Zaptel card

would normally have supplied. The ztdummy module basically acts as a Zaptel device, but only
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providing the clock signal and not any other functionality that the Zaptel cards would normally

provide. Under the Linux 2.4 kernel, ztdummy makes use of a clock on one of the USB con-

troller chips to generate the clock signal, whereas one of the clocks on the central processing unit

is used under the Linux 2.6 kernel.

3.3.2 Signalling - fxo and fxs

The fxo (foreign exchange office) and fxs (foreign exchange station) are protocols used in legacy

telephone networks. fxo is the protocol used by stations such as an exchange to communicate

with offices (eg. telephones, fax machines or modems) and fxs is used by offices to communicate

to the stations. Thus an fxo card will use fxs signalling and a fxs card will use fxo signalling

[18].

3.3.3 How to install a Zaptel Card

Two configuration files need to be edited to configure a Zaptel card and the Zaptel channel

within Asterisk, they are/etc/zaptel.conf and/etc/asterisk/zapata.conf . The

zaptel.conf file is the configuration file for the zaptel module that is loaded at an operating

system level. Thezapata.conf file is the configuration file for Asterisk’s Zaptel channel. In

the zaptel.conf configuration file one needs to define which signalling protocol to use on

the various ports or channels on the actual card.fxsks=1 would tell the system to use the fxs

kewlstart signaling on channel 1 on the card. Thezapata.conf file is used to tell the Zaptel

channel in Asterisk which context a channel needs to be associated with as well as set the caller

id of the channels among other settings. For more information on this visit the voip-info.org

website [18].



Chapter 4

The DialPref Application

The DialPref application is an Asterisk application, or module, that can be plugged into Aster-

isk, enabling Asterisk to perform least-cost routing. The DialPref application’s architecture, its

components as well as transparent handovers will be discussed in the remainder of this chapter.

4.1 How DialPref fits into the Dial Plan

Least-cost routing has been implemented within Asterisk by writing an application for Asterisk

which interfaces with Asterisk’s application API. The application, or module, is loaded into

Asterisk when Asterisk starts up and can be called from within the Asterisk Dial Plan located in

the/etc/asterisk/extensions.conf file. The DialPref application can be called from

within the dial plan as follows:

exten => 100,1,DialPref(preferred channel,alternate channel)

The preferred link will in most cases be the link with the lowest costs and the alternate link

will be a link with a higher cost, but at the same time have a guaranteed Quality of Service (QoS)

that can be used in the event of the preferred link being in a state not conducive to transportation

of media or data. When a user dials 100 in the example above, the DialPref application will be

executed and start testing the quality of the preferred link. If the quality is below an acceptable

predefined threshold, the alternate link is used, else the preferred link is used. Once the session

or call has been established between the two end points, the application will constantly monitor

the status of the preferred link as will be discussed in more detail in Section 4.6.

20
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4.2 Architecture

This section will cover the architecture of the DialPref application and describe the roles of its

two components: the Call Handler and the Link Analyzer.

As illustrated in Figure 4.1, the DialPref application has two main components, the Call

Handler and the Link Analyzer. The Call Handler is responsible for checking the status of the

preferred link which is computed by the Link Analyzer. The Call Handler is also responsible

for performing the re-routing of the real-time communication session at the appropriate time

depending on the status of the link. The system has been designed in such a way that a Link

Analyzer specific to the type of channel can be implemented and associated with that channel

type. This solution however has only implemented a Link Analyzer for an IP based channel such

as SIP, H.323 or IAX where the round-trip-time to the end-point can be determined by using

ICMP packets as will be discussed in Section 4.6.

Figure 4.1: The Architecture of the solution

This solution has also made provision for the concept of a ’user’, where a user may have

many extensions with different priorities associated with each extension allowing one to dial a

specific user rather than a physical device on the network. This concept has been implemented

within iLanga, however the iLanga system will either ring all the devices associated with a user

simultaneously or ring a single device until a timeout value has been reached and then try ring
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the next device or until a user answers the ringing device. The DialPref application could enable

the iLanga system to rather check to see if the device or extension with the highest priority is

available and if it is, ring it, else check the availability of a device with a lower priority. When the

application finds an available device, it will ring it and wait for the user to answer until a timeout

is reached. If the timeout is reached, the application will assume that the user is unavailable and

terminate. If the device’s availability changes once the session has been established, the DialPref

application will re-route the call to a device with a lower priority. The current implementation

of iLanga has a priority field in theuserdevices table in its MySQL database which can be

used to indicate the priority of a users extension when the DialPref application is to be used in

iLanga. The DialPref application currently only supports two extensions and one user.

By always trying to ring the user’s device with the highest priority, one is assured that if the

user answers the call, it will be answered on the device with the least cost associated with it.

The configuration where all the devices ring simultaneously on the other hand allows the user to

answer the call on a device which does not necessarily have the lowest cost associated with it.

An example of this is where a user is in their office and both their desk and cellular phones ring.

The user is most likely to answer their cellular phone as they might be too lazy to get up and

answer the desk phone which in this case has the lowest cost associated with it.

4.3 The structures used

Several structures were needed to implement the concept of a user as well as allow for more than

one pointer or parameter to be passed into a thread as will be discussed in this section.

4.3.1 The User structure

Theuser structure in this implementation provides for two extensions, the preferred and alter-

nate extensions, namedextOne andextTwo respectively. These extension pointers could be

combined into an array of pointers if support for extra extensions is implemented. Thechan

pointer points to the incoming channel from the calling party.

struct user {

char *name;

int userID;

struct ast channel *chan;

struct extension *extOne;
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struct extension *extTwo;

} ;

4.3.2 The Extension structure

Theextension structure contains data relevant to each extension as shown in the code snip-

pet below. Thestatus is a value between 0 and 100 which indicates the current quality or

status of the extension and is updated by the Link Analyzer associated with that type of exten-

sion. TheextensionType andnumber are extracted from the string passed to the applica-

tion when the DialPref application is called from the Dial Plan. TheupperThreshold and

lowerThreshold can be set for each device or extension as each and every device’s network-

ing capabilities and quality differ. Thechannel pointer points to theast channel associated

with the extension and theactive variable indicates if the session is being routed to the user

via that extension or not.

struct extension {

int status;

char *extensionType;

char *number;

int upperThreshold;

int lowerThreshold;

struct ast channel *channel;

char *dialString;

int active; //0 -> inactive and 1 -> active

} ;

4.3.3 The Call Handler Data structure

This structure seems rather trivial at first, but it allows one to simply send information to the Call

Handler by adding members to the structure.

struct callHandlerData {

struct user *theUser;

} ;
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4.3.4 The Link Analyzer Data structure

The timeout value sets the time to wait between sending ICMP packets as will be discussed in

Section 4.6.3. Theuser points to the user which the instance of this structure belongs to.

struct linkAnalyzerData {

int timeout;

struct user *theUser;

} ;

4.3.5 The Dialer Data structure

ThedialerData structure is passed to the dialer thread when initially dialing a device as will

be discussed in Section 4.5.1 and basically contains a pointer to the incoming channel and the

dialstring of the device to call.

struct dialerData {

struct ast channel *incoming;

char *data;

} ;

4.4 The Threading Structure

Asterisk has built in support for the use ofpthreads and provides anast pthread create()

function that allows one to spawnpthreads within an Asterisk application.Pthreads have

been used in this project to create the Call Handler and the Link Analyzer and to allow them to

work independently of one another, allowing both the Call Handler and Link Analyzer to operate

on the same data simultaneously. All the issues associated with threading such as locking and

dead locks are not an issue for this solution as the Link Analyzer only updates the data structure,

and the Call Handler only reads from the data structure.

Pthreads only allow one to pass a single pointer into the thread, thus using structs con-

taining many members was essential to pass data and more than one pointer and/or variable into

the threads. The Call Handler was passed a structure as shown in Section 4.3.3 and the Link

Analyzer was passed the structure shown in Section 4.3.4.
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4.5 The Call Handler

As mentioned earlier, the Call Handler is responsible for the re-routing of a session as well as

the constant monitoring of the status of the preferred link as illustrated in Figure 4.6. The system

currently only monitors the status of the preferred link and not the alternate link as it is assumed

that the alternate link, in this case GSM, has a guaranteed QoS and if the end-point is unavailable

on the GSM network, the probability that the device is not in the coverage of a 802.11 wireless

access point is fairly high.

The remainder of this section will discuss how a session is established, the preferred link is

monitored, and how a session is re-routed by the Call Handler.

4.5.1 Establishing the session

Once the Call Handler thread has been spawned by the main thread, the Call Handler thread will

spawn the Link Analyzer thread and then sleep for 3 seconds, allowing the Link Analyzer to

gather enough data so that the preferred link’s status can be evaluated accurately. If the preferred

link’s status is greater than 50 after the 3 seconds have elapsed, the session is established using

the preferred link, otherwise the call is established via the alternate link.

4.5.2 Monitoring the status of the preferred link

The Call Handler will check the status of the preferred link once per second, and then make

a decision on whether to re-route the session or not. The decision is based on which link is

currently active and what the status of the preferred link is. If the preferred link is active and the

status of the preferred link has dropped below the lower threshold, the Call Handler will initiate

a re-route to the alternate channel, else do nothing. If the alternate link is the active link and the

status of the preferred link has risen above the upper threshold, the Call Handler will re-route the

session via the preferred link.

4.5.3 Re-routing the session using channel masquerading

Several functions within Asterisk such as call parking and theast async goto() function

used during call transfers make use of channel masquerading which basically swaps the guts of

two channels. After the channel masquerade has been performed, any applications which had

pointers pointing to the original channel before the masquerade was performed are unaware that

the channel that they are pointing to after the masquerade is not the original channel, making the
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re-routing process invisible to the other applications as illustrated in Figure 4.2. This allows for

any applications using the channel at the time of the re-route to continue functioning as if nothing

had changed, allowing for seamless re-routing from the point of view of other applications.

Figure 4.2: Before and after performing a channel masquerade

In order to perform channel masquerading one has to perform a sequence of actions as shown

in the flow chart in Figure 4.3. One first has to create the new channel and then prepare both the

new and old channel for the masquerade. To create the new channel, theast request and dial()

function is called and passed the dialstring of the new extension. Once the channel has been cre-

ated the function will ring the extension and wait for the extension to be answered. If the exten-

sion is answered, the channels are prepared for the masquerade. This first involves making the in-

coming channel and the new channels compatible by calling theast channel make compatible()

function and passing it pointers to the incoming and new channel. Thereafter one has to set the
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name, state , read format , write format andpriority variables of the new chan-

nel to those of the old channel. The channels are then ready to have the masquerade performed.

To perform the masquerade, one first calls the functionast channel masquerade() , pass-

ing it a pointer to the new and old channels and then call theast do masquerade() once

a lock has been obtained on the new channel as illustrated in the flow chart below. Once the

masquerade has been performed successfully, the new extension’sactive variable is set to ac-

tive (1) and the old channel’sactive variable is set to inactive (0). After the masquerade is

complete the session should be re-routed via the new link.

Figure 4.3: Channel Masquerade within Asterisk
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4.5.4 Avoiding the ping pong effect

The ping pong effect occurs when the quality level at which the system re-routes is set at a single

level, say 50%. If the quality momentarily drops below 50% and then jump above 50%, the

system would re-route to the alternate link and then then back to the preferred link in a very short

space of time which is undesirable.

An upper and lower threshold as well as a smoothing function was introduced to curb this

problem. The Call Handler will only switch to the alternate link once the link’s smoothed status

dropped below the lower threshold and only switch back to the preferred link when and if the

smoothed status of the link rose above the upper threshold. The smoothing function reduced the

effect any sudden drops and rises, thus avoiding triggering the re-routing process unnecessarily

and is discussed further in Section 4.6.4.

4.6 Link Analyzer

The purpose of a Link Analyzer is to analyze the link in terms of its quality and update a status

variable associated with that link with the updated quality or status of the link. Each type of link

will have its own link analyzer associated with it and each link will have a separate instance of a

link analyzer to calculate the status of that link. Only a SIP link analyzer has been implemented

in this project, but the supporting structures allow for link analyzers for other types of links to

be plugged in quite simply. The SIP link analyzer uses ICMP echo requests and responses to

determine the quality of the link and will be discussed in this section.

The remainder of this section will discuss the use of ICMP and RTCP packets in the analysis

of the link, and how the results gathered from sending the ICMP packets are interpreted and

smoothed by the Link Analyzer.

4.6.1 Using ICMP to calculate the status of a link

The round-trip-time or latency and packet loss of a link between an Asterisk PBX and an end-

point can be calculated by sending an ICMP echo request from the Asterisk machine to the host

on a IP network and time the time it takes to receive an ICMP echo reply from that host. If

an ICMP echo reply as not been received after a predefined amount of time (usually 1000ms),

the packet is assumed to have been lost. The round-trip-time and packet loss values are a good

reflector of the status of the link and VoIP calls generally require a round-trip-time less than

300ms and a packet loss percentage less than 10%. Thus the round-trip-time and packet loss
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percentages along with a smoothing function are used to calculate the status of a particular link.

4.6.2 Using RTCP to calculate the status of a link

Another way to monitor the quality of a link when using RTP streams to transport the media

is to read the latency, packet loss and jitter values contained in the receiver reports available in

some RTCP packets. This will avoid sending unnecessary ICMP echo request and reply packets

between the end points as the information that is gathered during the process of sending ICMP

echo request and reply packets (packet loss and latency) is already contained in the RTCP receiver

reports. The RTCP receiver reports are also received more frequently than ICMP packets can be

sent and received in the SIP link analyzer, thus producing a finer grained analysis of the quality

of the link.

RTCP sender and receiver reports are send between the RTP end points reporting on the

status of the current streams between them. After much investigation it was found that Asterisk

version 1.0.9 handles RTCP packets, but theast rtcp read() function in thertp.c file

returns a null frame when receiving the RTCP packets. Thus one would have to modify the

function so that it returns frames of type RTCP so that the frames can be intercepted by the

ast bridge call() function and be passed back up to the Link Analyzer in the DialPref

application for analysis.

The current implementation of the SIP link analyzer does not make use of RTCP packets as

it was found that ICMP packets provided a sufficient analysis of the link.

4.6.3 Sending the ICMP Packets

An ICMPPacketSend(char *hostAddress) function has been created to send an ICMP

echo request to an host on an IP network and wait for the ICMP echo reply from the host and

then return the round-trip-time back to the calling function. The round-trip-time is calculated

by subtracting the system time when the request packet was sent from the system time when the

reply packet was received.

Theselect() function had to be used within theICMPPacketSend() function to pre-

vent the thread from blocking when a reply packet had been lost. Theselect() function waits

for a buffer associated with a certain file descriptor, in our case the socket used to receive the

ICMP echo reply packet, to be filled. If the buffer has been filled before the timeout value has

been reached, theselect() function will return a value greater than 0. If the timeout has been

reached it returns 0, otherwise it returns -1 when an error has occurred. Based on these return
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values, the function will set the value of the latency which is returned to the calling function. If

a 0 is returned by theselect() function, the actual round-trip-time is returned, else 1000 is

returned, indicating that no reply packet was received or an error has occurred.

4.6.4 Interpreting the results gathered from the ICMP Packets

If an ICMP echo reply packet was received before the timeout value had been reached, the

formula below is used to calculate the raw status of the link, else the raw status was set to

0. In the following formula, X indicates the raw status,λ is the latency or round-trip-time in

milliseconds and r is the round-trip-time limit in milliseconds:

X = 100− ((λ/r) ∗ 100)

The round-trip-time limit may be adjusted to change the sensitivity of the system, the lower

the round-trip-time limit, the more sensitive the system will be to changes in the latency. The

typical value for the round-trip-time limit in a LAN environment is 300ms as it is the highest

acceptable round-trip-time for VoIP sessions in LAN environments. The latency is calculated by

theICMPPacketSend() function discussed earlier in Section 4.6.3.

Owing to the nature of the wireless networks and access points used in the experiments, the

quality of the network stayed relatively constant at an acceptable level of around 90%. But when

the signal strength between the wireless access point and the endpoint decreased below a certain

level, a sudden drop-off was observed when packets were being lost as illustrated Figure 4.4.

These areas are referred to as “dead” spots or shadow zones.

Figure 4.4: A graph illustrating the quality of a wireless network with respect to time
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The raw status values obtained by using the formula discussed earlier in this section were

very erratic and did not show any definite trend, so it was decided to use a single exponential

smoothing function to smooth the raw status. A property of single exponential smoothing is that

the weight of the previous values decrease exponentially [16] which helps decrease the effect

“dead” spots. The following exponential smoothing function was used where S indicates the

smoothed status, X indicates the raw status andα is a value greater then 0 and less than 1.

Sn = αXn + (1− α)Sn−1

By applying the smoothing function to the dataset, the effect of the sudden drop-offs caused

by lost packets was reduces and a more usable dataset was generated which was used to indicate

the status of the link as shown in Figure 4.5.

Figure 4.5: A graph illustrating the quality of a wireless network with respect to time with

smoothing applied

4.7 Transparent hand-overs

The DialPref application only handles the server side of the hand-over or re-routing process and

not the client side. In order to achieve a re-routing process that appears seamless or transparent

to the users, the client application would have to be involved in the re-routing process as the

new link needs to be answered and the old link needs to be hung-up on the client side. With the

current server-side implementation of the solution the end user has to physically answer the new

link, say GSM, and physically hang the old link up, say SIP, which does not allow the process to
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appear seamless to the user.

To get the server and client to co-ordinate the hand-over from one link to the other, the client

and server would have to communicate using some protocol such as TCP if on an IP based

network. The server will have to tell the client that it is about to perform a hand-over from one

link to the other, for example SIP to GSM. This will enable the client to match the caller id of

the incoming call on the GSM interface with the caller id of the server. If the caller ids match,

the chances are very good that the call on the GSM interface is that of the re-routing process

that the server has just performed. The client application can then automatically answer the new

call on GSM and hang the old call up on SIP, completing the re-routing process and making the

re-routing process seamless.

4.8 The DialPref application’s flow chart

The flow chart in Figure 4.6 below shows the flow of events that occur from the time that the

DialPref application is executed until it is terminated. The Main thread is on the left, the Call

Handler thread in the middle, and the Link analyzer thread on the right of the flow chart in

Figure 4.6. All three threads run independently of one another, but operate on the same data set

allowing for inter-communication between the threads. The Link Analyzer is the only thread that

updates the status of the preferred link and the Call Handler reads the status of the link and the

Call Handler then bases its decision on whether to re-route or not depending on the value of the

preferred link’s status as well as which link is active at the time.
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Figure 4.6: Flow chart of the DialPref application
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Testing the solution

Two environments were used in the testing of the solution (the DialPref application). The first

was a test network that was setup in the lab and the second made use of the wireless network

on the Rhodes University campus. Two mobile clients, either a HP iPAQ h6340 PDA [6] or

an imate PDA2K PDA [9] with both a 802.11b interface and a GSM interface were used in the

experiments. Once SJ Phone - a SIP client for Pocket PC - was installed on the PDAs, the PDAs

were both a GSM phone and a VoIP phone. The other combination of GSM and VoIP phones

used to simulate an end point were a PulverInnovations WiSIP [12] phone and a Nokia 6670

cellular phone [10]. The WiSIP phone is a wireless (802.11b) SIP phone used for the testing the

SIP link and the Nokia 6670 is a GSM cellular phone and was used to test the GSM link.

The computer based PBX was running Gentoo as its operating system and had Asterisk ver-

sion 1.0.9 installed on it. By plugging the DialPref application into Asterisk, Asterisk was able

to perform least-cost routing between SIP and another protocol such as IAX. The current imple-

mentation only allows for the preferred link to use the SIP channel.

The remainder of this chapter describes the testing processes used, and the results obtained

during the tests performed in the two environments.

5.1 Testing in the lab

5.1.1 Disconnecting the wireless access point

The first test was performed using the imate PDA2K PDA as the client. This test involved

disconnecting the Test wireless access point that the PDA was connected to from the wired

network which simulated 100% packet loss. This proved to be a rather drastic way to simulate
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packet loss, but it guaranteed a 100% packet loss to initially test the re-routing process. The only

problem with this test was that the break in the network connection was between the wireless

access point and the computer which did not reflect reality where the break would normally

occur between the wireless device and the wireless access point. When the break occurs between

the access point and the mobile device, other problems are introduced such as associating the

mobile device with an access point.

Once the system worked by detecting packet loss, it was decided to rather move the mobile

device out of the wireless access point’s coverage to not only test the effect of packet loss, but

also the effect of latency on the Link Analyzer. This then simulated a break in the network

connection between the wireless device and the wireless access point, as will be discussed in the

following section.

Figure 5.1: A graph showing the status of the preferred link with respect to time when the access

point was unplugged from the network

5.1.2 Walking out of range

The second test was performed by connecting the PDA to the Test access point in the lab, es-

tablishing a call and then walking out of the wireless network’s range. Next, a session was

established whilst outside of the wireless network coverage and then entering the coverage of the

wireless network and observe how the re-routing takes place.

The results were better than expected as the system actually started the re-routing process

before completely losing the wireless connection. This showed that by choosing the correctα

value for the smoothing function (in this case 0.4) the system could actually predict when the



CHAPTER 5. TESTING THE SOLUTION 36

device is close to the boundary of the wireless network or hot-spot and initiate the re-routing

process. The smoothing function also decreased the effect of the so called “dead” spots within

the wireless coverage as the weight of the previous status measurements decrease exponentially

as discussed in Section 4.6.4.

The graph in Figure 5.2 illustrates the results obtained from walking in and out of the cover-

age of the Test wireless network. It can be seen that the sudden drop-offs caused by “dead” spots

or shadow zones in the wireless network were taken into account, but did not have a major impact

on the status of the network. These drop-offs occur randomly within the wireless network and

is effected by the physical environment that the wireless network operates in. However, “dead”

spots do tend to occur more frequently at the edges, so the fact that they can assist in predicting

when the mobile device is near the edge of the wireless network cannot be ignored.

Figure 5.2: Results obtained when performing a walk around while the PDA was attached to the

Test wireless access point

5.2 Testing around campus

Rhodes campus has several wireless hot-spots which can be used to connect to the Rhodes net-

work. The Rhodes wireless network was used to test the system by entering and leaving various

hot-spots on campus. This proved rather problematic with the PDAs. When the PDA lost the

Rhodes access points’ signal it searched for the next accessible wireless access point and tried

to connect to it. Thus when re-entering the coverage of a Rhodes access point, the PDA did not

automatically connect to that Rhodes access point and one had to explicitly choose and connect

to the proper, Rhodes, network. In an attempt to avoid this problem, a dedicated wireless SIP

(PulverInnovations WiSIP) phone was used as the VoIP phone as one could specify the SSID
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(Service Set Identifier) of the access points to connect to and a Nokia 6670 was used for the

GSM link. The system now re-routed the call or session to VoIP when entering the hot-spot and

once approaching the edge of the hot-spot when leaving, the quality of the call started deteriorat-

ing as packets were being lost more frequently. Before the call was lost, the system re-routed the

call to the GSM phone. The re-routing also worked well when one entered the wireless network

with the WiSIP phone and the re-route back to the preferred link took approximately 4 seconds.

Figure 5.3 shows the results obtained when walking around campus while a session had been

established.

The graph illustrated in figure 5.3 below shows the status of the preferred link while walking

through the various hot-spots on campus. When the status rose above the upper threshold, 80,

the session was routed to the preferred link, else if the status dropped below the lower threshold,

25, the session was routed via the alternate link. The “dead” spots in the wireless hot-spots’

coverage, where packets were lost, did not have a big effect on the status of the preferred link,

thus avoiding the ping pong effect effectively, yet still detecting the edge of the wireless hot-spots

where packet loss frequency increased substantially.

Figure 5.3: Results obtained when performing a walk around while the wireless SIP phone was

attached to the Rhodes wireless network

5.3 Equipment related issues

When sending ICMP echo requests to the HP PDA as well as the PulverInnovations WiSIP phone

while the devices’ network interfaces did not have a load on them, the return-trip-times were
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around 800ms and 250ms respectively. As soon as the devices’ network interfaces were loaded

with a VoIP call, the return-trip-times dropped to around 3ms under good wireless networking

conditions. The only explanation for this is that the devices must have some kind of automatic

network performance scaling in order to save battery power as 802.11 is known to consume a

lot of power. This made it very difficult to use the initial return-trip-times to calculate the initial

status of the link as the devices were not assisting in reflecting the true condition of the link

by returning an ICMP echo reply immediately. The imate PDA however has manual wireless

network performance scaling and so this problem did not occur with the imate.

One problem that the imate had that the HP and WiSIP phone did not have was an extremely

broken up audio transmission despite near perfect received audio. When browsing forums related

to this problem, people mentioned that the problem could be caused by poor quality microphones

in the imate PDA, but this fact had not been proven.

5.4 Overlapping calls

During the tests that involved walking out of the range of the wireless access points, it was found

that by choosing a good round-trip-time limit andα value, the Link Analyzer could accurately

estimate when one was close to the edge of the wireless network and start the re-routing process.

A round-trip-time limit of 300ms and an alpha value of 0.4 was used during the tests. The re-

routing process from SIP to GSM took approximately 10 seconds from the time the decision was

made to switch until the the GSM phone rang. During the re-routing process, communication

via the SIP link was possible even though the call was very broken. Once the GSM call had been

answered, the session was re-routed from the SIP channel to the GSM channel immediately, and

the time that elapsed during this process was not noticeable to the user, thus no overlapping is

necessary.

One could try improve the system by informing the caller that the re-routing process is taking

place and that the call will be “re-established” in a few seconds using a voice over. But the time

taken to inform the other person of the re-route may be longer than the actual re-routing process

takes, making the voice over rather pointless as it will increase the re-routing time.
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Conclusion and Future Work

6.1 Conclusion

As a whole the project achieved its goals, and least-cost routing has been proven to be possible

within Asterisk. The cost that determines when to re-route may be a financial cost, but could also

be any other cost such as the security of the link between the end points. If a less secure link is

used, a higher cost could be associated with that link than the cost of using the most secure link.

The following sections will more specifically conclude the core areas of the project.

6.1.1 The Call Handler

The use of channel masquerading to perform the actual re-routing of the real-time communi-

cation sessions worked well, as the time taken to do the actual preparation and masquerade is

less than 500ms. The use of channel masquerading proved to be stable as long as the correct

checks on the channels were performed before the masquerade. The Call Handler also integrated

nicely with the Link Analyzer and the separation into separate threads assisted in the smooth

co-functioning of the two.

The other option was to make use of a Conference Room as a switchboard. The conference

room had a delay associated with it which seemed to be introduced when the various channels’

audio or media that are part of the Conference Room were mixed. This delay reduced the quality

of the communication session and a Zaptel card or ztdummy had to be set up before a conference

room could be used. This did not provide a clean solution and so it was decided not to use the

conference room for the re-routing process.
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6.1.2 The Link Analyzer

The concept of a Link Analyzer proved to be effective, however the actual implementation of the

SIP link analyzer used in this project has room for improvement. The use of ICMP echo request

and reply packets works, but are not necessarily the most effective method of determining the

status of an IP-based link. The effectiveness of the use of ICMP echo packets decreased as the

end-points such as the HP PDA and PulverInnovations WiSIP phone perform automatic perfor-

mance scaling on the wireless network, which directly effects the accuracy of the calculation of

the status of the link by the link analyzer.

6.1.3 The equipment used

The PDAs worked well in a very controlled laboratory environment where there was only one

wireless access point with a good signal strength. When the PDAs were moved outside of the

lab into an environment with many wireless access points, the PDAs tried to connect to other

non-Rhodes wireless access points as there is no way to explicitly state which SSID to use and

as a result the re-route back to the preferred link did not occur when entering the wireless hot-

spots. The PulverInnovations WiSIP phone allows one to explicitly state which SSID to use and

so it was always scanning for the correct wireless networks, which improved its effectiveness

and efficiency as it immediately connected to the correct network when re-entering one of the

Rhodes wireless hot-spots.

6.2 Future Work

The area of cross-protocol re-routing has several sections in itself that need research done as

discussed below.

6.2.1 Adding support for RTCP to the SIP link analyzer

RTCP messages are sent between RTP senders and receivers to inform each other about the

currents status of the end-points and the streams flowing between them. The receiver reports in

RTCP packets contain the values such as jitter, latency and packet loss percentages which can be

used to better determine the status of the session between the end-points once a session has been

established. This will allow the Link Analyzer to more accurately calculate the status of the link

and avoid creating unnecessary traffic on the network by sending ICMP echo requests.
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6.2.2 Improving the DialPref application

Several functions need to be added to the DialPref application if it is to be used in a production

environment.

Support for billing needs to be added to the DialPref application as the Dial application is

currently used by the DialPref application to set up the initial session. Thus after a re-route,

the user will be billed using the incorrect model which will cause the system to not accurately

measuring the users usage. To solve this problem, the billing module needs to be informed when

a re-route has taken place, so that the billing model used can be updated.

A second improvement that can be made to the DialPref application is to create a configura-

tion file where parameters such as the upper and lower threshold, alpha value and round-trip-time

limit can be set.

6.2.3 Develop link analyzers for other channel types

The supporting structures within the DialPref application allow for different link analyzer to be

plugged into the DialPref application. One could develop link analyzers for other protocols such

as IAX and H.323 where information on the status or quality of the link can easily be determined.

One could also develop sensors that feed data back to a link analyzer. Such a sensor could

be a device that detects when a mobile device such as a cellular phone is within the range of the

sensor. When it is, the session can be re-routed to another device such as a wireless SIP phone

or a normal wireless phone. These sensors would be used with protocols or channels where the

status of the link cannot be calculated easily such as a Zaptel card.

6.2.4 Develop an intelligent client that assists in the functioning of least-

cost routing

An intelligent client needs to be developed before cross-protocol re-routing can function seam-

lessly. Currently the server performs the back-end re-routing and the user has to physically an-

swer the one device or interface and physically hang the other device or interface up to re-route

the session. If the server and client could communicate to co-ordinate the re-routing process, it

would allow for close to seamless if not seamless re-routing of the communication session.
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Appendix A

The DialPref application

The Code on the following page is an extract from appdialpref.c - a least-cost routing application

for Asterisk.
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