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Abstract

Deciding on which algorithm to use, in terms of @his the most effective and accurate
algorithm in data mining, has always been a chgéefor most data miners. This has
been made even more complex by the increasing nuofb#ata mining tools that are

available.

The objective of this research is fundamentallyukad at investigating the effectiveness
of two Clustering algorithms available in Oraclelfog data mining. These are the K-
Means and the O-Cluster algorithms. | intend tovjgl® data miners with adequate
information regarding to Oracle data mining aldurt accuracy and effectiveness in
building and applying models. Although, the evalatof unsupervised data mining

algorithms is a generally difficult task as the Igoaf an unsupervised data mining
session are frequently not as clear as the goatspérvised learning, | have adopted
evaluation techniques proposed by [Roiger et &)3R0The second objective is to gather
information from the dataset used in the evaluatioormation gathering involves

finding predictors of HIV AIDS prevention behavioattributes. The data was obtained
from the Centre for AIDS Development, Research Ewaluation Institute for Social and

Economic Research, Rhodes University and is HIV 3lelated

The results obtained are as follows; the firsisebncerned with the evaluation of the K-
Means and O-Cluster algorithms. Here it was obskmhat the O-Cluster algorithm
builds more accurate models than the K-Means dlgurand also that the models by the
O-Cluster algorithm find more accurate clusters nvheplied to new data. From these
results it is evident that the choice of modellaigorithm has significant difference in its
efficiency and accuracy. The second set of resoitslves information gathering from
the dataset. Here the attributdB/ TestandKnow AIDSwere identified as predictors of
prevention behaviour of condom use and abstinertoese were found by distinguishing
the clusters found in the dataset.
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CHAPTER 1

Problem Statement:

The main objective of this project is to evaluat® talgorithms available in Oracle 10g
data mining with respect to algorithm accuracy affdctiveness. This research project
pays attention to the evaluation of clustering atgms, with the adoption and
implementation of techniques proposed by [Roigerlet2003]. However, due to the
nature of the field of data mining my second obyecinvolves gathering information
from the dataset used for the evaluation of theordlyns. This involves finding
predictors of HIV AIDS prevention behaviour attribs. Describing and distinguishing
the clusters found was necessary in order to deaelthis. Further more, other types of
mining algorithms such as association rules (theiokp and classification algorithm
(Adaptive Bayes Networks) were employed to fadditaurther analysis on the data.

1 Background

1.1 Introduction to Data Mining

Data mining is a powerful and new technology tres heen steered by the revolutionary
progress in digital data acquisition and storag&kvhas resulted in the creation of huge
databases. In fact, the production and accumulatidhese digital databases is occurring

at a faster rate than our ability to comprehendus®them.

The idea behind Data mining is to find patterngnéérmation in these databases such
that an organisation such as a business can makefu¥his new technology has been
defined in almost as many ways as there are autheadved in the field. It has been
defined by [Han et al, 2001] and [Mannila et al02Das a process of extracting or
mining knowledge from large amounts of data, or pgymknowledge discovery in

databases. However, because data mining sits astemmediate between statistics,



computer science, artificial intelligence, machiearning, database management and
data visualization, only to mention a few of thelds, the definition rapidly changes

depending on the user’s perspective.

The main parts of data mining are concerned with ahalysis of data and the use of
software techniques for finding patterns and remfiga in datasets. Fundamentally it is
the computer which is responsible for finding ttet@rns by identifying the underlying
rules and features in the data. However, the datenghsoftware used by the computer
makes use of algorithms that facilitate siftingotingh the dataset in turn building models.
The choice of a particular combination of techngde apply in a particular situation
depends on both the nature of the task to be ademagd and the nature of the available
data.

As a summary, data mining is a technology thae&dy for application in the business
community because it is supported by three teclyiedathat are now sufficiently mature:

» Massive data collection stored in databases
» Powerful multiprocessor computers

» Data mining algorithms

Techniques in data mining can yield the benefitautbmation on existing software and
hardware platforms, and can be implemented on nytems as existing platforms are
upgraded and new products developed [Mannila &0fl1]. When data mining tools are
implemented on high performance parallel processysiems, they can analyze massive
databases in minutes. Faster processing meansigbegd can automatically experiment
with more models to understand complex data. Hpged makes it practical for users to
analyze huge quantities of data. Larger databasesirn, yield improved predictions
[Han et al, 2001].



1.2 Supervised and Unsupervised Learning

There is a wide range of sources available on mi@ang and most of these have various
ways of implementing data mining processes. Moshas have found it more
convenient to categorise data mining correspondingifferent objectives to make it
easier for the person analysing the data. Dueisatlle learning from data has been split

into mainly two flavours: supervised learning amswpervised learning.

According to [Roiger et al, 2003], data mining itassified into supervised and
unsupervised concept learning methods. Supervesdihg builds classification models
by forming concept definitions from sets of datataining predefined classes while
unsupervised clustering builds models from daténavit the aid of predefined classes
were data instances are grouped together basedsonilarity scheme defined by the

clustering system.

The supervised learning builds models by usingtipwibutes to predict output attribute
values while in unsupervised learning no targetbattes are produced but rather gives a
descriptive relationship by using an objective timtto extract clusters in the input data
or particular features which are useful for desoglithe data. The number of variables in
unsupervised learning is usually much higher timasuipervised learning. The properties
of interest are usually more involved than simmeations (e.g. means, medians) and
dispersions (e.g. standard deviations and mediaolate deviations) [Roiger et al,
2003]. Typical examples of unsupervised learningkdaare association rules, cluster
analysis and principal component analysis, indepenhdcomponent analysis and

multidimensional scaling.
[Berry et al, 2000] also categorises data minirtg glirected data mining and undirected

data mining as the two main styles of data minikcrording to the authors, the goal in
directed data mining is to use the available datac build a model that describes one
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particular variable of interest in terms of thetrekthe available data. The authors also
point out that directed data mining often takes ftiren of predictive modelling, where

one knows what he wants to predict. Classificatimrediction and estimation are the
techniques used in directed data mining. In untidata mining, no variable is singled

out as the target. The goal is to establish sotaéiaaship among all the variables.

From the above, it is clear that the classifiecegaties described by these authors all
involve similar techniques. We can therefore sagt thirected data mining, supervised
learning and predictive modelling of data miningci#&be similar techniques that can be
collectively referred to as supervised learningsupervised learning, undirected data
mining and descriptive modelling are techniquethism same category and can therefore

be referred to as unsupervised learning.

However, the problem in data mining at the momenthat, although data mining is

categorised, there are now too many data miningritifigns available. This makes it

difficult for miners to know which of the categai$ algorithms builds the most accurate
model and whether the model built finds accurateepas when applied to new data.

1.3 Chapter Summary

This chapter provides a brief introduction to theddf of data mining. The field is steered
by the ever increasing size of digital data andagfe in databases. Data mining is
classified into mainly 2 categories, supervised ansupervised learning. However little
knowledge on algorithm accuracy has lead to mirasing difficulties when selecting

algorithms to mine for data.

The structure of the rest of the paper is as fdlo@hapter 2 highlights on research
direction indicators elaborating on various worlated to the evaluation of data mining

algorithms relating to algorithm accuracy and dffemess. Chapter 3 details the
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methods adopted for the investigation detailingttma mining tool used, the algorithms
that will be investigated, the dataset and teclesqadapted. Chapter 4 is a brief
breakdown of the implementation process of the nagtsuggested while chapter 5 gives
an interpretation of results achieved. Chaptertéildethe gathering of information from
the dataset by finding predictors of HIV AIDS pratien behaviour attributes. The

document concludes with chapter 6 which gives ansam of all findings.
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CHAPTER 2

2 Research Direction I ndicators

This chapter provides a brief overview of reseadatection indicators. Basically, it
explains why Oracle Data Miner (ODM) was chosen tise from a variety of data
mining tools available in the market in order tofpan the evaluation of the algorithms.
It also explains why clustering algorithms were s for evaluation rather than
evaluating other algorithms from other categoriexhs as classification or even

regression.

2.1 Choice of Mining Tool

There is currently a variety of data mining toolsitable in the market. Some of these
tools are from big software house companies suclBlls Microsoft, and Oracle. The

various tools employ various mining techniques &#l as algorithms depending on the
functionalities available in these tools. Currerttlg most popular tools available in the

market include the following (only to mention a few

- Oracle Data Miner (ODMJ¥rom Oracle

- Gnome Data Mine Tooblsre provided as free open source software
- Insightful Miner

- Clementine

- Data mind

- Enterprise miner

- Intelligent miner for data

13



For this research project, Oracle Data Miner (ODW)sion 10.1 from Oracle was
selected for use to provide a means for the evialuaf clustering algorithms and also in

gathering information from the datasets used byrmi@ag the clusters found.

The use of ODM mining tool was mainly motivatedribgearch findings from the META
Group, a leading provider of Information Technolaggearch, advisory services and
strategic consulting, which published its METAspent report for Data Mining. The
report ranked Oracle Data Mining a leader amontisralata mining tools [Berger,

2004]. The data mining tool rankings are cleargptiyed in Figure 1.
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Figure 1: Evaluation of data mining tools from MEGhoup

From this figure we can clearly see that thereoiggh competition amongst the mining
tools in the market. This is mainly influenced by tfunctionalities that the mining tools
possess. These may include the ease of usingah@ntioether it provides wizards to help
user follow the mining process) and how the tocksses data from the database.
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2.1.1 Oracle Data Miner
Oracle10g Data Miner (ODM) is the mining tool thatelected for use in the evaluation

of the algorithms. ODM version 10.1 is a data nogngoftware embedded in the Oracle
10g Database Enterprise Edition (EE) that enabiesto discover new insights hidden in
data [Berger, 2004]. The Oracle Data Mining sutaniade up of two components, the
data mining Java API and the Data Mining Server @Mrhe DMS is a server-side, in-
database component that performs data mining shaasily available and scalable. The
DMS also provides a repository of metadata of tmgui and result objects of data
mining. The Oracle Data Miner is a component thedides within the DMS and is

responsible for the actual data mining.

All data mining components have been added to tlael® Data Miner, this also includes
the ODM Browser interface which provides a full eétmining wizards. A data analyst
can perform data mining tasks without the needetioegate code or to use Oracle Java
Developer as it was the case with older versior@ratle data mining [Oracle 2005].

[Berger, 2004] states that Oracle Data Miner suggpsupervised learning techniques
(classification, regression, and prediction proldenunsupervised learning techniques
(clustering, associations, and feature selectioblpms), attribute importance techniques
(for finding key variables), text mining, and hasspecial algorithm for life sciences
sequence searching and alignment problems. Thelabiligy of these algorithms

provides all the necessary tools required in gatgenformation from the dataset.

The main advantage about Oracle Data Miner is dHadata mining processing occurs
within the Oracle database. | took this into coasaion when selecting the mining tool
to use. Other mining tools force you to extract tlaa out of the database before the
actual mining process which may result in a nundfdtaws in these mining tools. The
aspect of ODM were everything occurs in the databasults in a more secure and stable
data management which enhances productivity addtee does not have to be extracted

from the database before mining it.
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Another fact | took into account about this minitapl is that since the ODM model

building and model scoring functions are accesdiirleugh the Java API and the Oracle
Data Miner’s graphical user interface (GUI), thentnation of the two enables Oracle
to provide an infrastructure for one to integratgadmining seamlessly with database

applications.

All the functionalities and advantages mentionect eve resulted in Oracle Data Miner
being the most preferred mining tool to use wheriopming the algorithm evaluation

and gathering of information from the dataset.

2.2 Choice of Algorithms

The two algorithms | selected for the evaluatioa #re K-Means and O-Cluster. Both
algorithms are clustering algorithms available iDND The decision to evaluate these

algorithms is influenced by a number of factorsahhi will discuss in detail.

Firstly, Oracle data mining supports classificatiolustering, association and regression
algorithms and from these only the classificatidgodathms available in Oracle Data

Miner. These include the Adaptive Bayes Network treNaive Bayes which have been
evaluated by [Davis, 2004]. This leaves other algor classes pending investigation. |

therefore found it valuable and thus necessaryestigate the clustering algorithms in

ODM.

[Davis, 2004] describes an investigation of the owrcial data mining suite, which is
available with Oracle9i database software whichmprily involves determining
classification algorithm effectiveness and efficgnAs a brief conclusion drawn by the
author regarding the investigation, Oracle Data iMjnprovides all the functionality
necessary to easily build an effective data mimmaglel. Furthermore she concludes that
the Adaptive Bayes Network algorithm produced tlesheffective data mining model as

well as producing the most accurate results whemtbdel is applied to new data.
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The work by [Davis, 2004] plays a significant radle the choice of algorithms to
investigate. Here | am left with the choice of istrgating the Clustering algorithms.
However this will provide Oracle data miners with céear idea concerning the
effectiveness of algorithms available in OracledDidiner.

It is also worth mentioning that the results bystauthor are valuable as they give me an
indication of which algorithm to use when employiagsupervised learning algorithm
(classification) when determining cluster qualithis will be discussed in the following

chapters.

2.3 Chapter Summary

This chapter has given a brief highlight on sonszagech projects that are closely related
to the evaluation of data mining algorithms and hbese evaluations have benefited and
influenced my research project. The reasons factialy Oracle Data Mining for this
research have been discussed as well as why ahgstdgorithms will be investigated.

The next chapter will describe the methods adofatethis investigation, as well as how

the techniques are to be implemented.
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CHAPTER 3

3 Research Approach

This chapter provides a detailed description of #pgroach that | took in order to
perform an effective evaluation. It explains thetmoels adapted for the evaluation of

both the algorithms and in determining the quaditglusters found.

3.1 Mining Process

In the study of data mining literature, many dataing authors felt it is of high
importance that data mining should be done in aemoral manner. Many of these
authors presented their own mining processes whigp felt will develop non-experts to
conduct data mining. With the knowledge attaineainfrthe various authors, | adapted
their mining processes to a process that | theptado The resultant process is depicted

in Figure.3 in a nutshell.

INTERFPRET

RESULTS ; T .
_,,»";(nn'ﬁ'reclge;
CLEANEING

Actual PATA MIHING
using tracle 100 data miner

L H__::j"/ selectad BUILD & APPLY best models
EE£ 'ﬂ dazaset Lo processed data

Orrecled o database

Figure 3: Mining process adopted

Although a more detailed discussion on the miningcess is going to be given later in
the chapter, Figure 3 simply shows that by usireg @racle 10g database, | select the

dataset that | wish to mine. However at this stagser identification of goals to be
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accomplished by the data mining project will helgthwdomain understanding and
determining what is to be accomplished. At thisnpdti is necessary to mention that my
research project goals involve an effective evadnadf clustering algorithms, for this it
was important to find and use understandable datehwn turn will be relatively easier

to interpret after the mining event.

The next step involves data preprocessing or clegnsf the dataset which primarily
deals with noisy data. This stage involves locatithglicate records in the data set,
locating incorrect attributes, smoothing the datd dealing with outliers in the data set.
It includes data transformation which involves #ugition or removal of attributes and

instances, normalizing of data and type conversions

The actual data mining stage then follows; here rtfuglels are built by the selected
algorithm that sifts through the data set. The Itegumodel is then applied to new data
which is interpreted to determine if the resultpriésents are useful or interesting. The

acquired knowledge is then applied to the problem.

Although not depicted in Figure 3, some algorithwaleation techniques were adopted
from [Roiger et al, 2003] in building models andeatenining cluster quality, and these

will be explained later in the chapter.

3.2 Mining Tool Used

For the purpose of the algorithm evaluation Oraledta miner version 10.1 will be used
mainly due to the reasons discussed in chapteral€10g database version 10.1.0.2.0
was installed and configured. The data mining temld software (Oracle data miner 10g

version 10.1.0.2.0) was also installed and conéiddor use with the database.
The Oracle Data Miner 10g is a user interface t@c@rData Mining (ODM 10.1.) which

replaces the Data mining for Java (DM4J) an ODM @onent and ODM Browser user

interface that was initially used in the older wens of ODM, for instance, Oracle9i data

19



mining. In addition to Oracle Data Miner, thergtie ODM Java Code Generator, which

is an Oracle JDeveloper extension [Oracle, 2005].

Although the Oracle data mining tool was instaketcessfully, there were a number of
installation and configuration flaws encounteretie3e are discussed in Appendix A in
detail resulting in a working configuration many&ppendix B). | also provided an
introductory manual before the user can engagehéodata mining tutorial for this
particular mining tool (Oracle data miner) whichAppendix C. Appendix C is very
useful because if the user is new to the tool,drenally finds himself stuck not knowing

what to do next.

3.3 Clustering Algorithms

Clustering is used to identify distinct segmentsaofpopulation and to explain the

common characteristics of members of a cluster tamdso determine what distinguishes
members of one cluster from members of anothetarlu€lustering algorithms make use
of the Euclidean distance formula to determine ldmation of data instances and their
position in clusters and so requires numerical eslinat have been properly scaled [Han
et al, 2001].

Oracle Data Miner supports two clustering algorshrand these | selected for
investigation in this research project. The reasohg | selected these algorithms for

investigation have been discussed in the preceattiagter. The algorithms are, namely:

» The Enhanced version KEMeans and,

» Proprietary Orthogonal Partitioning Clustering¢Cluster) algorithm

Both the Enhanced k-Means (EKM) and Proprietary I@st@r algorithm support
identifying naturally occurring groupings withinetldata population [Berger, 2004].
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The Enhanced version of K-Means algorithm suppébresarchical clusters, handles
numeric attributes and will cut the population itibe user specified number of clusters.
The proprietary O-cluster algorithm handles botmartic and categorical attributes and
will automatically select the best cluster defmnis [Berger, 2004]. Both algorithms
divide the data set into k number of clusters atiogrto the location of all members of a
particular cluster in the data. When choosing thenlmer of clusters to create, it is
possible to choose a number that doesn’t matcnaleral structure of the data which
leads to poor results. For this reason [Berry €2@0D0] suggests that it is often necessary

to experiment with the number of clusters to beduse

3.4 Algorithm Settingsin M odel Building

Each of the two Clustering algorithms in ODM hasedting that is used to tune the
algorithm when building models. Both algorithmsoalseave a parameter; the maximum
number of clusters (k), this is available so tha tiser can pre-define the number of

clusters that he wishes to find from the dataset.

3.4.1 Building Models by using the K-Means Algorithm
There are two settings for this algorithm when dindg models, Minimum Error

Tolerance and Maximum Iterations. These determm& the parent-child hierarchy of
clusters is formed and can be modified experimgntal observe the changes in cluster
definitions. Increasing the tolerance or lowerihg fteration maximum will cause the
model to be built faster, but possibly with moreopgp-defined clusters [ODM tutorial,
2004].
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Atthough the detault settings are expected to work well, you may find it svortbeevhile to ater

these settings based on the benefits outlined kbelow.

The firzt criteria met will stop the model from building.

Restare |

hirirnuirre Error Toleranoe: 0.005

Fange: 001 (slower)to A(faster)

Maximum terations: IZI

Range: 2(taster] to 300s0wer)

Help QK | | Cancel

Figure 4: K-Means algorithm settings

3.4.2 Building Models by using the O-Cluster Algorithm
O-Cluster finds natural clusters up to the maxinnumber entered as a parameter. That

is, the algorithm is not forced into defining a uspecified number of clusters, so the
cluster membership is more clearly defined. O-eluktis only one setting the Sensitivity;
it determines how sensitive the algorithm is tdedénces in the characteristics of the
population. Thus, a higher sensitivity value usuédlds to a higher number of clusters
[ODM tutorial, 2004].
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72 0-Cluster Settings

By increasing the sensitivity value you may increasze the number of clusters created, but the
madel will take lohger to build.

A higher sensitivity value makes the algarithm detect smaller density variation as clusters.

Restore |

Sensttivity:

Fange: O fevwer clusters) to 1(more clusters)

Help Ok | | Cancel

Figure 5: O-Cluster algorithm settings

It must be noted that the main purpose of theseritthgn settings is to fine tune the

algorithm so as to achieve finer and more acculatgers. These settings are also useful
in this evaluation as they will be used to distiisuthe models built as well as to see if
the accuracy of an algorithm is affected by thengeain these settings. The algorithm

settings will be based on trial and error followmsda critical analysis.

3.5 Dataset Used

The dataset used in the evaluation for this rebeaua@s obtained from the Centre for
AIDS Development, Research and Evaluation Instittde Social and Economic

Research, Rhodes University. The data is a re$ut questionnaire survey relating to
HIV AIDS as well as a South African television dranisha Tsha, which is a HIV AIDS
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awareness program. A copy of the complete questioaican be found in th&ppendix

D on the CD-ROM that accompanies this project.

The survey was conducted by the above researchutesaround three provinces in
South Africa namely, Gautang, Kwazulu Natal and Hestern Cape. The research
institutes’ goal is to gather information from ttheee provinces as a sample of the South
African population by using a questionnaire surtbgn use statistical tools to determine
predictors of HIV AIDS prevention behaviour.

[Berger, 2004] states that in the data mining pseddeproblem definitionis the most
important step. Basically, this is where the domexpert decides the specifics of
translating an abstract business objective. In agecthe problem definition is to use the
Oracle data mining tool to determine the predictar$ilV AIDS prevention behaviour

instead of using statistical tools.

According to the researchers at the Centre for AlD&velopment, Research and
Evaluation Institute for Social and Economic Reskathree rounds of the survey were
conducted at different times with the same questo®e resulting in three sets of data.
The final datasets were then compiled by Kevin Kefrom the above research
institution, and loaded into 3 separate excel fileamely, Tsha tsha roundl,
Tsha_tsha round2 and Tsha tsha round3. Each ofhtke datasets consists of 131
attributes and more that 800 rows (cases); tHisrge enough for the evaluation. These

dataset files are also available on the Compaat D&t accompanies this project.

3.6 Techniques Adapted

A couple of techniques were adopted so as to catrifee evaluation. These help in
determining the accuracy of models built and deir@mg the quality of clusters found

after applying the models to new data. The techesqre detailed below;
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3.6.1 Determining Model Accuracy
In order to be able to carry out an effective eain of the algorithms, it is valuable to

use the best models built by either algorithm. ligethe best models should possess the
highest probability of finding accurate clustersdamust have minimum error .To
determine the accuracy of each model built | made2af two parameters that the mining
tool provides as output after the building of thed®l. These parameters are the
Confidence and Support. A sample of how these patens are displayed by the mining

tool is shown in Figure 6.

r Clusters |/ Rules r Results r Build Settings |

|:| Only Showy Aftributes with Minimum Relevance Rank:

Rules |:| Cnly Show Rules for Leaf Clusters

Cluster ID Confidence | Support

1 07993311286 07993311286
2 08095237613 03411371112
3 08034681678 04648829401
4 08510637874 01337792474
5 0.83544307495 02207357383
G 0.83333337 N 0250836134

T 08192771077 022742475247

Figure 6: Example of model Confidence and Support values

The Confidence is a measure of the homogeneityhef duster; that is, how close
together are the cluster members [ODM Tutorial,£0Dtherefore made it a measure of
accuracy such that a cluster with the highest denite value is more accurate and
effective than that with a lower value. Thus, cotmpy an average confidence value of

all the clusters in a model would determine theueacy of a model.
The support is a measure of the relative sizeabister (the total need not be 1.00), such

that the higher the value the larger the clustddNOTutorial, 2004]. In this paper it is

used as an alterative measure of accuracy to tifedeace.
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The ClusterID (see Figure 6 and Figure 8) is aevéthat differentiates the clusters found.

The order of numbering used for the ClusterID idadlows; the mining tool generally

looks for all clusters in the dataset dependingh@nalgorithm settings. The maximum

number of clusters (k) that one sets during modelding determines the number of

clusters that the mining tool displays as the [dabters. When the optio®@nly show

Rules for leaf clusters active (see Figure 7), the maximum number oftelts that you

selected during model building is displayed witkrealuster having a distinct ClusterID.

In this case the maximum number of clusters (k) s&ig0 4.

r Clusters |/ Rules |/ Results |/ Build Settings |

|:| Cnly Showe Attributes with Minimum Relevance Rank:

Rules Cnly Showe Rules for Leaf Clusters

Cluster D Confidence | Support

4 0851063738749 01337792574
] 08354430795 02207357383
3] 0833333371 02580836134
T 08192771077 022742475487

Figure 7: Example showing optidnly show Rulesfor leaf clusters active

ClusterID = 1 will always represent the entire datawhile ClusterID 2 and 3 are two

separate clusters in ClusterlD 1 (there can be )nthmies continues until the maximum

number of clusters that you will have set is reddfsee Figure 8).

r Clusters |/ Rules |/ Resulis |/ Euild Settings |
Leaf Clusters: 4
Cluster Levels: 3
Cases: 299
Clusters: [ Showy Leaves Only
Cluster ID Cases
=
=z 126
4 47
] Ta
=3 173
& qn
T 23

Figure 8: A clearer view of the ClusterID structure in ODM
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3.6.2 Deter mining Algorithm Accuracy
The evaluation of unsupervised data mining algorgths a generally difficult task, since

the goals of an unsupervised data mining sess@rfragquently not as clear as the goals
of supervised learning. However, [Roiger et al, 30uggests and presents a number of
techniques for the evaluation of unsupervised #lyos and models. To increase the
robustness of this evaluation, | plan to adaptiammement the evaluation techniques by

these authors.

The techniques by [Roiger et al, 2003] are explifudly on pages 58nd 232. Here the

four main methods that | adopt are as follows:

1) Employing supervised learning to evaluate unsuped/iearning.
2) Apply alternative technique’s measure of clustealiiy
3) Create own measure of cluster quality (in this caaking use of Confidence).

4) Perform a between cluster attribute value compariso

Although all of the above techniques will be emgdyat some stage of the evaluation, it
Is important to mention that the techniqueeaiploying supervised learning to evaluate
the unsupervised learninig the most crucial technique. | will use it taefenine cluster

quality as | will evaluate cluster accuracy. [Roige al, 2003] details the technique as

follows:

I. Perform an unsupervised clustering. This step weslthe building of models
from Cluster algorithms then apply the best modegt accurate) to new dataset.
Then designate each cluster found in the dataseichsss and assign each cluster
an attribute name. For example, if the clustergxhhique outputs three clusters,
the clusters could be given the class names Clar@€?C3. The Oracle data
mining tool when applying the cluster models to ndata includes another
attribute the ClusterID, this attribute signifieschuster digit that an instance

belongs to.
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ii. Choose a random sample of instances from eacledfl#tsses formed as a result
of the instance clustering. Each class should peesented in the random sample
in the same ratio as it is represented in the emdkataset. The percentage of the
total instances to sample can vary, but a goodhirghoice is two-thirds of all

instances.

iii. Build a supervised learner model with class namih@®utput attribute using the
randomly sampled instances as training data. Emghleyremaining instances to

test the supervised model for classification cdness.

Using this technique | will make use of a classifion algorithm (a supervised learning
algorithm). | plan to use the Adaptive Bayes NetswofABN) algorithm for building the

classification models. Making use of the ABN is imated by the results obtained by
[Davis, 2004] which concluded that the algorithnmisre accurate in predicting attributes

for the classification algorithms in Oracle.

As a brief summary of the technique by [Roiger t2803] but applying it to my
situation is as follows: | will use Oracle data eriras the mining tool. The evaluation
technique will involve taking the resultant tabfer(instance table APPLY_RESULTS)
obtained after applying a cluster model, then gicndom sample of instances (roughly
two thirds) from each cluster found from this tabled place them in another table that
will be used to build a classification model usitg Adaptive Bayes Network (ABN)
algorithm. The resultant model is then appliedh® temaining instances from the table
APPLY_RESULTS. The attribute being predicted by tHassification model (ABN
model) is the ClusterID. The results after applythg ABN model which predicts the
ClusterIDs are compared to the ClusterIDs in theletaAPPLY RESULTS. The
ClusterIDs for a particular instance is uniquelgntfied by the instance’s REFNUM
(reference number). The ClusterlDs that occur irthbtables are counted and a

percentage is found. This percentage is used asaaure of cluster accuracy.
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3.7 Chapter Summary

This chapter has discussed in detail the apprdadiwtill be taken in evaluating the two
clustering algorithms available in Oracle data mgnil0.1. The next chapter is solely

dedicated to the implementation of the methodseortes! in this chapter.
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CHAPTER 4

4 Method | mplementations

This chapter provides an insight on how Oracle Ddliaer provides data mining

functionality as | implement the methods discussetthe preceding chapter. It describes
the pre-processing of the data as well as the lastadel building. The best models by
each algorithm will be identified and applied towneélata. The actual evaluation is

performed at this stage and the process is explamthis chapter.

4.1 Data Preparation

For this evaluation, the datasets Tsha tsha_roamdil Tsha tsha round2 were used.
Tsha_tsha roundl was used to perform the main &@atuwhile Tsha tsha_round2 was
used to repeat the whole evaluation process impieadeon Tsha_tsha_roundl mainly

for verification and confirmation of the results.

Before the datasets were loaded into the datalzdestinitial, pre-processing of the
datasets was necessary. This stage involves Igcdtiplicate records in the data set,
locating incorrect attributes, smoothing the dataaling with null values, outliers,

inconsistencies and table properties. It also ve®lthe removal of rows with no values

at all.

Another good factor about Oracle Data Miner (ODMI)hat it also provides an option
that helps in the data preparation step. Here onsgecify automatic binning for the
input data, were the format of the data is autarallyi converted to one that is

understood by the mining tool.
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Zelect the data preparation option for your model build.

Howy should data be prepared?

': | Data iz already prepared

'_3' Automatic preparstion

| Help | = Back " Mext = | |_ Cancel |

Figure 9: Data preparation

Since the major evaluation process was to be paddron the data Tsha_tsha_round1,
the dataset was then partitioned into three datds&th a random selection of instances).
| then created three identical database tablesttatewill be used to build models, the
other to apply the built models and the third festing the accuracy of models. The tables
are TSHA _TSHA BUILD1, TSHA _TSHA APPLY1 and TSHA T8HAPPLY2 with
each table having 131 attributes. A sample of d#salting structure of the database tables
is depicted in Figure 10.
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Aftributes
Name Type Size Scale | Allow NULLS

xD NUMEER 30 0 v
3¢ REFMUM YOARCHARZ 50 v
3 PROWIMCE rUMBER 20 L] "
3 EPISODES MUMEER 20 0 v
W SEN MUMEER 20 0 v
2 AGET NUMEER 20 0 v
HCEDUCT MUMEER 20 0 v
SCHOUS TP hMUMBER 30 0 +
M ELECTRI MUMEER 20 0 W
3 WYATER MUMEER 20 0 v
3 HOUSE_|M MUMEER 20 0 v
3¢ CELLPHON MUMEER 20 0 v
3 CELLCOST MUMEER 20 0 v
3 HOMEL AN MUMEER 20 0 v
ICENG_LAN MUMEER 20 0 W
ICAFR_LAN NUMEER 20 0 v
HCXHOS_LAN MJIMEER 20 0 v
3¢ TULU_LAR MUMBER 20 0 v
3CPEDI_LAN MUMEER 20 0 v
ICSOTH_LAN MUMEER 20 0 v
3 VEND_LAN MUMEER 20 0 v
2CMNDEE_LAN MJIMEER 20 0 v
3C SWAT | AN MUMBER 20 0 v
3CTSON_LAN MUMEER 20 0 W
TSR LAN MUMEER 20 0 v
3 RELIGION MUMEER 20 0 v
HREL P MUMBER 20 L] "
3¢ CHILDREN MUMEER 20 0 v
3CEMPLOY MUMEER 20 0 v
WTY MUMEER 20 0 v
X SEE_TV MUMEER 20 0 v

Figure 10: Sample of Mining Data Table Structure

The technique and tool for loading data into dagaltables is explained Appendix C.
The technique involves the use of an applicatidledaqgl*loader. Using this application
| loaded the three datasets into the tables thegated.
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4.2 Cluster Models

The building of cluster models was done in two etad he first stage involved building
models with random algorithm settings as well astimiit cluster size such that each
model has distinct parameters. This is to deternfirduster size has any significant
effect on algorithm accuracy. The building of madiel the second stage was dependent
on model accuracy results obtained from the fitafye; the second stage of model
building involved setting the maximum number ofstlrs (k) for both algorithms to the
same value for all models built. This basicallypgseln evaluating the resultant model

accuracy.

4.2.1 Building of Models

In the first stage ten models were built in towikth five from each algorithm. Since the
model settings are based on trial and error, it mexessary to build a large number of
models to provide a wide range of models to sdleetbest from. This also helps when
analysing model accuracy to determine if the atborisettings do affect the algorithm’s

performance.

The ten models all have distinct values of the mmaxn number of clusters (k). Here,
each model built from the K-Means algorithm was admin the form
BUILD1_KM_TSHATSHA while models built by the O-cltes algorithm were named
in the form BUILD1_OC_TSHATSHA. The digit 1 in thesnodel names denotes the
first model, digit 2 second model, and so on. Feglil shows the models and their

settings in detail,
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O-CLUSTER

K-MEANS

BUILD1_OC_TSHATSHA

settings--- default settings
sensitivity= 0,500000000
max number of clusters = 10

BUILD1_KM_TSHATSHA -- default settings
settings—-> number of clusters = 4
Minimum error tolerance = 0,005
Maximum iterations = 6

BUILD2_OC_TSHATSHA

settings—:- altered settings
sensitivity= 0.6500000000
max number of clusters = 12

BUILDZ2_KM_TSHATSHA -- altered settings
settings— number of clusters = 6
Minimum error tolerance = 0,065
Maximum iterations = 4

BUILD3_OC_TSHATSHA

settings—:- altered settings
sensitivity= 0,800000000
max number of clusters = 16

BUILD3_KM_TSHATSHA -- altered settings

settings— number of clusters = 10
Minimum error tolerance = 0,08
Maximum iterations = 10

BUILD4_OC_TSHATSHA

settings—» altered settings
sensitivity= 0,400000000
max number of clusters = 8

BUILD4_KM_TSHATSHA - altered settings
settings—: number of clusters = 4
Minimum error tolerance = 0,0035
Maximum iterations = 20

BUILDS_OC_TSHATSHA

settings—» altered settings
sensitivity= 0,3500000000
max number of clusters = 6

BUILDS_KM_TSHATSHA - altered settings
settings—: number of clusters = 4
Minimum error tolerance = 0,002
Maximum iterations = 25

Figure 11: Algorithms, model names and their settingh distinct number of clusters

4.2.2 Interpretation of Initial Model Results

After building the ten models from the algorithnits®gys in Figure 11, it was observed
that each model did actually discover clusters.sTiki evident from the ClusterIDs,
Confidence and Support values that the mining tepicts on displaying the model
results. A sample of the model output was showiath Figure 6 and 7. For all the
models that | built in this stage, | computed arrage confidence value and average
support which both determine model accuracy; tlaesealepicted in Figure 12.

On analysing these average confidence values ceahpiubm the model clusters, |
observed a high degree of bias in the results. Herdias is mainly due to the variation
in the value of the maximum number of clusters tfldt was set for each algorithm
during model building as shown in Figure 11 (algon settings). This makes it difficult

to determine the best model built from the two atpms.
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O-Cluster

BUILD1_OC_TSHATSHA - k=10

id

average

confidence

support

0.891825782

BUILDZ_OC_TSHATSHA -- k=12

id

average

confidence

0.0856187292

support

0.9393461558

BUILD3_OC_TSHATSHA —- k=13

id

average

confidence

0.075808249

support

0.984528279

BUILD4_OC_TSHATSHA - k=8

0.0735785951

K-Means

BUILD1_KM_TSHATSHA - k=4

id

average

confidence

support

0.83477935

BUILDZ2_KM_TSHATSHA -- k=6

id

confidence

0.208193985

support

average

0.8638370617

BUILD3_KM_TSHATSHA - k=10

id

average

confidence

0.14214046667

support

0.889283927

BUILDA_KM_TSHATSHA -- k=4

0.0882943151

id confidence support id confidence support
average 0.84385229 0.09239130 average 0.83765804 0.20903010
BUILDS_OC_TSHATSHA - k=6 BUILDS_KM_TSHATSHA - k=4

id confidence support id confidence support
average 0.8028507 0.7792642 average 0.82141478 0.16555184

Figure12: Average confidence values for tAel models (biased results)

On analysing Figure 12, | observed a general thertide average confidence values. The
trend shows that increasing the maximum numbelusters for each algorithm results in
a higher confidence value. Hence increasing theevaf k has a significant effect on the

accuracy of the algorithm in model building.

However, observations show that these model reatdtbiased therefore are not suitable
for this evaluation. The biasness comes from varytime value of k when building
models. When | look at the models built using th&€Qster algorithm in Figure 12, |
observe that increasing k results in more accunabelels as the average confidence
values increases. This is also the same case hd@tiMeans algorithm but it is apparent
that the O-cluster models are more accurate. Thusuld be false to conclude from

these biased results that the O-Cluster algorithitd$ better models.
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To overcome the problem of bias, | then decideddb the value for the maximum
number of clusters (k) to a fixed value. | setvhkie k to 7 for both algorithms because,
the default number of clusters for tkeMeansalgorithm in ODM is 4 and that fdD-
Clusteris 10, therefore setting the value of k for the @gorithms to an average of the

two default values was reasonable.

| then re-built 10 more models with the same sg#tias in Figure 10 but with the
maximum number of clusters (k) fixed at 7 for albaels. The new model names are in
the form BUILD1_OC_TSHATSHAZ for O-cluster and BUDiL_KM_TSHATSHAZ2 for
the K-means, with the digit 2 at the end indicating second set of models built. These
models built at this stage are unbiased. | thenemadhew computation of average

confidence and average support figures as showigire 13.

O-cluster K-Means
BUILD1_OC_TSHATSHAZ BUILD1_EM_TSHATSHAZ

Confidence Support confidence support
average m: m average m mﬁ‘:‘\
BUILD2_OC_TSHATSHAZ BUILD2_KM_TSHATSHAZ

Confidence Support confidence support
average m-w m average m mf‘l
BUILD3_OC_TSHATSHAZ - BUILD3 _KM_TSHATSHAZ2

Confidence Support confidence support
average F—BSU" m average m H“'ﬁg

I I
BUILD4_OC_TSHATSHA2 BUILD4_KM_TSHATSHA2

Confidence Support confidence support
average Mu m average m m‘l
BUILDS_OC_TSHATSHA2 BUILDS_KM_TSHATSHA2

Confidence Support confidence support
average m& FﬁﬁSﬂ' average Mﬁ mﬂf‘

I L]

Figure.13. Computed confidence and support averagesidombdels built
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From Figure 13, it is evident by analysis that thedel BUILD3_OC_TSHATSHA2
from the O-Cluster and the model BUILD5 KM_TSHATSRIArom the K-Means

posses the highest values for both the averagédemae and support values.

Critical observations of these results shows tianging the settings for the K-Means
algorithm has little effect on the clusters foufitlis results in very small differences in
the computed average values for models built ks/dlgorithm. On the other hand, the
O-cluster algorithm models were affected greathth®/ changes in the settings where the

average confidence increases greatly with k.

In conclusion it is evident from Figure 13 that t@ecluster algorithm builds more

accurate models than the K-Means algorithm.

4.3 Applying the Best Models

The two models identified in the preceding sectisnthe best and most accurate were
BUILD3 OC TSHATSHA2 from the O-Cluster algorithm can
BUILD5 _KM_TSHATSHAZ2 from the K-Means. These two nadsl were applied to the
new data TSHA TSHA_APPLY1.

At this stage the mining tool allows you to selatttibutes that will be displayed in the
output table after applying the models. This fagibecomes valuable in this case since
the dataset that we are using has a large numbaittrdfutes (131). Since the primary
goal with this dataset is to determine predictdrsllv¥ AIDS prevention, | then selected
as many potential predictors. This filters out #hoattributes that | felt had little
significance to HIV AIDS. Although, this may resuit the loss of information it is

necessary as it makes the analysis and interpretafithe clusters simpler.
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72 Clustering Model Build Wizard - Step 5 of 5: Data Usage

Chooze which attributes should be included in your model. You can adjust the mining type if

the defaults are not appropriate.

Attribute Court: 20

Selected Atribute Count: 18

Case Cournt: 107

Atributes Avaishle: | g store |

Include |Name Data Tvpe | Mining Tvpe |Cuunt |ru1i Inciide
I ABSTHMTH | int categorical 4 I a—
¥ ABSTMYR  int categorical | 2 ] | ZHBME |
I AcEl int | categorical |9 a |W|
W CLUSTER_ID int |categorical | ¥ o R—
¥ EDUC lint |categorical | B 0| cotegorical |
I FAITHFL Lint | categorical (2 T
I HWTEST |int | categorical (2 o
M HOus TYP int categorical (5 o
C o int numerical 107 i
rd LAST _SEX int categorical T ]
W LESPART  int | categorical (2 ]
W LESSEX Lint | categorical 2 a
I MARRIED Lint | categorical | 2 o
M HWOSEX lint |categorical 4 a
¥ PROBAEILITY float Chumerical 20 o
™ REFMUM | string | categorical 107 a
F o sEx int categorical | 2 0
I SEX_YET int categorical 2 ]
¥ TALK_OPN  int | categorical (5 a
I IJSECOMND int categorical 2 0

4] i | [»]

Do miot include attributes that are unigue.

| Help | | = Back || Mext = | | Cancel

Figure 14: Facility for selecting attributes

The mining tool also provides a wizard which sugpla name for the output table on
applying the models; this name may be modifiecha $tage. On applying the models
clusters were discovered in the new data. Thesterlvesults were loaded into the tables
APPLY_OC3_TSHATSHA for the O-cluster and APPLY_KMESHATSHA for the K-
Means. The results were then exported to spreatsheeallow further inspection for
algorithm evaluation. This will be discussed in thibowing sections. The interpretation
of the clusters will also be discussed in the radpter after | have given reasons and
proved why | selected a particular algorithm as thre¢ provides more accurate results
than the other.
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4.4 Testing of Model Results

This section primarily deals with determining ckrsguality from the cluster results
obtained after applying the cluster algorithm medddieally, this involves finding out
which algorithm model finds more accurate clusteé&khough, [Roiger et al, 2003]
indicates that the evaluation of clustering aldons$ is difficult, | intend to use the

technique that these authors proposed as discus§dthpter 3, section 3.5.2

4.4.1 A Brief Recap of Techniqueto Determine Cluster Quality
The technique is by [Roiger et al, 2003] and itsusapervised learning evaluation to

evaluate unsupervised clustering. Here | make ukea cclassification algorithm
(supervised learning), the Adaptive Bayes Netw@A&N) algorithm with the technique.
Making use of the ABN was motivated by the resoltsained by [Davis, 2004] which
concluded that the algorithm is more accurate @djating attributes for the classification

algorithms in Oracle Data Miner.

Basically, the evaluation technique involves takihg resultant table obtained after
applying a cluster model (APPLY RESULTS), pick andam sample of instances
(roughly two thirds) from each cluster found, plélsem in a new database table that will
be used to build a classification model, in thisecaising ABN. The attribute being
predicted is identified; in this case it will beetiClusterlD. The resultant model is then
applied to the remaining instances from the APPLESRILTS (the one third of
instances) with the ClusterIDs removed (storedkizeefor comparison later). The results
after applying the ABN model which predict the GertDs are then compared to the
initial APPLY RESULTS ClusterIDs (the cluster idsthe excel file).
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4.4.2 Building Classification M odels
Two database tablebuildl_abn FROM_OGndbuildl_abn FROM_KMwvere created

and these are used for building the Classificatimdels with the ABN algorithm. The
tablebuildl_abn_FROM_OQvas loaded with two thirds of instances from thel@ster
model results table (APPLY_OC3_TSHATSHA) createdvas explained in section 4.3.
Two thirds of instances from the table APPLY_ KM5 HATSHA (section 4.3) were
also loaded into the tabbiildl_abn_ FROM_ KMo cater for the K-Means model results

evaluation

The steps taken in building ABN models are cleaxplained in the research by [Davis,
2004] and | did is simply adopt these steps. Sjpeis, 2004] concluded that the ABN
algorithm provides more accurate results than thévél Bayes algorithm in Oracle for
classification algorithms, | then decided to use tlefault ABN algorithm settings in
building these models. These settings included ragl&eatureBuild model type, a
maximum number of predictors of 25, a maximum nekweature depth of 10 and no

time limit for the running of the algorithm.
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%" Adaptive Bayes Network Settings E

Although the default settings are expected ko wark well, wou may Find it waorthwhile to alker these settings based an the
benefits outlined below,

Active Atkribute Counk: 3
Zase Count: 1959
Restore |
Model Type: ISingIeFeatureBuiId - I

Only single Feature provides rules.

Predictars: 25
Range: 1{Fasker) to number of attributes(slomer)

Metwaork Feature Depth: 10
Range: 1{Faster) bo maximum integer(slower)

Do wou want ko limit the amount of time For building the model?

" Yes ' Mg

Run Time Limit: ID

Range: 1 to maximum integer{minutes)

Help | oK I Cancel

Figure 15: Adaptive Bayes Network default algorithm setting

The two models created were name®C_abn Build from the dataset
buildl_abn_FROM_O@ndKM __abn_Buildfrom the datasdiuildl_abn_ FROM_ KM
Investigating the accuracy of the models built hisreinnecessary for this evaluation.
This is because any errors or abnormalities fomntthe algorithm would exert the same
effect on both models built since one algorithmhwiie same conditions (i.e. algorithm

settings) is used.

4.4.3 Applying the Adaptive Bayes Network (ABN) Models
The resultant ABN models were applied to the remgimne third of instances from the

respective cluster models. Table.1. shows a sumuwiatiye datasets used in applying a

particular model during the evaluation of the atustwith the ABN algorithm.
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DATASET USED TO RESULTANT MODEL DATASET USED TO

BUILD MODEL NAME APPLY MODEL
buildl_abn_ FROM_OC OC_ abn_Build applyl _abn_FROM_OC
buildl abn_ FROM_KM KM_ abn_Build applyl _abn_FROM_KM

Table 1: Summary of dataset and model naming

The target attribute in both instances when apglyire ABN models is the ClusterID.
The results were exported to spreadsheets to dtlounspection and comparisons. All

the datasets used are provided in the CD ROM tletmapanies this research paper.

4.4.4 Comparison of Cluster|IDs
The comparison of ClusterIDs is between the clasgibn model results and the cluster

model results. Here | wish to find ClusterIDs thapear in both the two distinct model
results. In this case | made a comparison of thdd&ns model results with the ABN
model results and a comparison of the O-Clusterahoesults with the ABN model
results. The comparison and counting was done Ippiitimg the resultant tables into a
Microsoft Access database followed by the consiacof SQL queries to perform the
actual comparison and counting. Table.2. givesnansary of the tables that were used in
the comparison (the tables contain the Clusterifis)e Table.3 depicts the outcome of

the comparison.

CLASSIFICATION CLUSTER TABLE
TABLE
OC_APPLY_ABN |[Vs | APPLY_OCS3_TSHATSHA

KM_APPLY_ABN |Vs | APPLY_KM5_TSHATSHA

Table 2: Database tables compared

Table.2. shows that the classification tables friive results of the ABN model are

compared with the clustering table results obtaifiech the cluster algorithm models.
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The clustering algorithms basically find clusterghe data; ODM then assigns each data
instance to a particular cluster by assigning@uwasterID. These ClusterIlDs are removed
from the clustering results and are predicted leydlassification algorithm, after which a
comparison is made.

DATA SOURCE CLUSTERIDSIN PERCENTAGE OF
BOTH TABLES CLUSTERIDSIN BOTH
MODELS
From O-Cluster 42 out of 107 39%
results
From K-Means 18 out of 107 17%
results

Table 3: Results from the comparison of cluster @adsificationCluster DS

Table.3 shows the percentage of the ClusterIDsagyaear in both model results. 39% of
ClusterIDs appeared in both the cluster model tesuid classification model results for
the O-Cluster algorithm while only 17% for the K-ams algorithm. According to this
evaluation technique by [Roiger et al, 2003], thercpntage outcome is treated as a
measure of accuracy for the algorithms, were tleatgr percentage indicates that that
algorithm has more accuracy in finding clustersigh quality. According to Table 3 the

O-cluster algorithm has a larger percentage hesamare accurate than the K-Means
algorithm.

4.5 Chapter Summary

Initially, ten cluster models were built. Howeveérthen discovered that these initial
algorithm settings were biased in order to perfahm evaluation. This bias made it
difficult to point out the best two models. | thdecided to build a further ten models
with a slight change in algorithm settings. For tieav ten models, | set the number of
maximum clusters (k) to seven for all models. Tieisioved the bias encountered in the
first ten models making it easier to select the tnamsurate models. Here the O-cluster

algorithm built the most accurate model.
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It is also apparent from results that the most eteumodels selected had found cluster
patterns in the data on applying them to new dHt&. algorithm evaluation technique
proposed by [Roiger et al, 2003] was then implemgnHere it was determined that the
model built by the O-Cluster algorithm found mooearate clusters when applied to new
data as compare to the K-Means. A further evalodtdows in the next chapter with a

conclusive interpretation of the all the results.
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CHAPTER 5

5 Interpreting Evaluation Results

This chapter provides an interpretation of the ltesabtained so far during the evaluation
process. The interpretation is from all the dataning models built using similar

techniques but different algorithm settings. Iis tthapter | extract important facts that
will help and support in describing the conclusioeached regarding the algorithm that
has been determined as the most accurate algorifach model comparison is made

then interpreted detailing the facts for the resalitained.

5.1 Comparing the 1¥ Ten Cluster Models

It has already been explained in preceding chapiertsthe results in the'ten models
are biased therefore they provide little informatiéor the evaluation of the two
algorithms. In general the average confidence gatlisplayed in Figure 12 (chapter 4)
show that increasing k the maximum number of clsstesults in the average confidence
increasing for an algorithm model. The bias is that O-Cluster seems to be producing

more accurate that the K-Means when the valueisfricreased or rather varied.

Although the confidence for each cluster increasitis k, from a logical point of view,
the clusters found tend to become less compleXtimggun less interesting clusters. In
simple terms the clusters loss their value. Asnimmber of clusters increase, the data is
divided into many groupings and this result in lo$sattribute relationships. Therefore
this should be kept in mind when increasing the@alf k. However it is also difficult to

indicate the right k value to accommodate both emmuand cluster meaning.

The default maximum number of clusters for the @s@#r algorithm is 10 while that for
the K-means is 4. In Figure 12 the models BUILD1 OSHATSHA from the O-
Cluster and BUILD1_KM_TSHATSHA from the K-Means alighm were built from the
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algorithm default settings. On analysing their ager confidence values one can see that
the O-cluster algorithm produced a more accuratstet model. Further more; it is also
clear that the O-cluster algorithm seems to be ymiod) models with a much higher
average confidence value as compared to the K-Maadels with increased k.

5.2 Comparing the 2" Ten Cluster Models

Figure 13 in chapter 4 shows the average confidandehe support values computed for
each model. The major difference in th® #hodel building phase in the algorithm
settings for these ten models as compared to thiegefor the i ten models is in the
maximum number of clusters that | set to seven dibrthe models. Making this
parameter, the maximum number of clusters, to besétme for all the models made the

evaluation process unbiased.

O-Cluster models K-Means mocdlels
default settings default settings
BUILDL OC TSHATSHAZ BUILDL_KM_TSHATSHAZ
Confidence Support confidence support
average 0.86922482 0.11806 7080 avernge 0.80742135 0.1227902%

Adjusted settings Adjusted settings
__——1Dbest [best ]
 a 4 4 g e — est
EUILDA_OC_TSHATSHAL = BUILDS_KM_TSHATSHA2 £

Lol Support confidence support
y 5543507 5571285 e ) _
QUSRS SRRU-SSS 1S S0 DS GTTSs avernge 0.869065815 0.122790256
— — e

Figure 16: Comparison of models with default and at§d settings

When the comparison is inspected from Figure 16r{shed version of Figure 13), it is
clear that the average confidence for the O-Clusimdels is greater than that for the K-
Means in both cases. Since the models were alt lwih the maximum number of

clusters set to seven it is evident that the O4€lualgorithm builds more accurate

models as compared to the K-Means algorithm. Toagleision is primarily based on the
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results obtained after the building of models wattvariation in algorithm settings for

both algorithms.

5.3 Accuracy of Algorithms

In order to determine algorithm accuracy a techmiguoposed by [Roiger et al, 2003]
was adapted. The technique basically employs sigaehearning algorithms to evaluate
unsupervised algorithms. Although the techniquemeines the final outcome regarding
algorithm accuracy by indicating which algorithnoguces more accurate cluster results,
another factor was considered. This deals with hoeurate an algorithm is in building
models. This makes it possible to determine whethedel accuracy gives a good
indication of model performance when applied to raa. It is evident as discussed in
sections 5.1 and 5.2, that from the models buill #me average confidence figures

computed, the O-Cluster algorithm resulted in thigding of more accurate models.

Also to be emphasised is the effect that the maximumber of clusters (k) has on the
performance of the algorithm during model buildirigis clear that for the K-Means

algorithm, the variation of k, the maximum numbérclusters, has very little effect on

the accuracy of the resultant model while the opeas true for the models built by the
O-cluster.

Once the models had been applied to new datagethdts of this step had been used in
the building of Adaptive Bayes Network (ABN) algtwin models. This was followed by
applying the models to the remaining one third ndtances (basic implementation of
unsupervised evaluation using technique proposefRbiger et al, 2003]). From these
results it is significant that the best model bhiitthe O-Cluster algorithm produces more
accurate cluster results when applied to new ddta.implementation step is discussed

in section 4.3.4.
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The conclusions drawn here are that the O-Cluskgorithm produces both more
accurate models and more accurate clusters wheieapp new data as compared to the

K-Means algorithm in Oracle data mining.

5.4 Chapter Summary

It is apparent in this chapter that from the resalitained from the different models that
the most effective model was built using the O4duslgorithm. The results also show
that the model built using the O-cluster finds maceurate cluster when applied to new
data. This was determined by employing supervisaching evaluation for unsupervised
learning, a technique by (Roiger et al, 2003).

The next chapter involves gathering informationnfrahe dataset. This will need

distinguishing the clusters found by the O-Clusterdel which provides more accurate

cluster results.
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CHAPTER 6

6 The Gathering of I nformation

This chapter is mainly concerned with gatheringiinfation from the dataset. Here |
need to find predictors of HIV AIDS prevention belwar. In order to this it is necessary
to define what we mean by predictors of prevenbehaviour. This makes it easier and
feasible to know what we are actually looking faaetly. Therefore my definition is as

follows:

HIV AIDS predictors of prevention behaviour areribtites within our dataset that
influence an individual to:

a) use a condom when he/she decides to be sexualhg,act

b) lead to abstain from having sexual intercoursedbleast a year or more and

c) attributes that lead one to having fewer sexualtpens. These are the attributes

that | want to find from the dataset.

Now that | have a definition of what the predictofsprevention are, how do | intend to
find these attributes? | firstly intend to use @ltand error mechanism that involves
making use of the O-Cluster algorithm to find ocdustthat contain either one of the
attributesuse _ condom (which means that the person either makes usecohdom or
not during sexual intercoursedbstnyr (meaning person has abstained for a year or

more or lespart (meaning has decided to have less or fewer pajtners

The other approach that | used in order to detearttve predictors was to employ the
association rule algorithm (the Apriori). Assoamatirule mining searches for interesting

relationships among items in a given data set.
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6.1 Deter mining Predictor s by Distinguishing Clusters

The approach | took was to build a cluster modehwhe O-cluster algorithm because
from my algorithm evaluation, | determined that f@eCluster algorithm builds more
accurate results than the K-Means algorithm and this model by the O-Cluster
algorithm also finds more accurate clusters whepliegh to new data. Here | simply
selected for use the model that | determined asnib&t accurate model by the O-Cluster
algorithm during the evaluation process and this th@ modeBuild3_OC tsha tsha2,
this model was built from the data3etha tsha Build2. | then applied the model to new
data to find the clusters and the new data washieT sha_tsha_Applyl.

After | applied the model to new data it is appardat cluster patterns were found and
this is shown in the resultant talA@PLY_OC3 _TSHATSHA, this is evident from the
allocation of ClusterIDs to the dataset instandé&® results are exported to spreadsheets
once the cluster model had been applied to new. ddta spreadsheet file name is
APPLY_OC3 TSHATSHA. Table.4 shows the distribution of instances ia tlusters

found.

CLUSTER _ID| NUMBER OF| PERCENTAGE OF
INSTANCES| INSTANCES (%)

4 55 18

6 54 18

8 9 3

10 61 20

11 47 16

12 50 17

13 23 8

Totals 299 100

Table 4: Summary of clusters in APPLY_OC3_TSHATSHA

To meet my goal of finding predictors | first hat@ distinguish the clusters found.
However from this resultant tablePPLY_OC3 TSHATSHA it proves to be difficult
due to the large number of attributes in the t@blember of attribute is 21). To overcome

this | simply re-apply the same O-Cluster modethi®e same dataset, but in the output
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table | removed any attribute that | felt had ditdontribution to solving this problem.
This step was repeated nine times with each paadittat was mentioned in my
definition of prevention predictors being in eadlle. The outcome is detailed below
corresponding to each table result.

1. TableANALYSE_CLUSTER_1

This is the first output table after applying thedel to new data and was named table
ANALYSE_CLUSTER_1 (simply indicating *1 set of cluster analysis). This table
includes the predictonse_condom from the definition above. The other attributest tha
were included here wereDUCL (education level), LESPART (less/fewer partners)
and SEX1 (which is gender). This was to see if these attributes have any oglabr
influence to why one would result in using a condmnprevent from being affected by
the HIV virus.

CLUSTER_ID | PROBABILITY EDLICT SEX1 LISECOMD
g 1 4 2 0
G 1 4 2 0
4 0.9724 4 2 0
13 1 ] 1 0
11 0.9743 3 2 0
13 0.9932 3 2 0
10 1 4 2 0
12 0.7693 4 1 0
12 0.9923 4 2 0
12 0.9316 4 2 0
10 0.9995 4 1 0
10 1 A 2 0
12 1 4 2 0
11 0.9797 4 2 1
10 1 A 2 1
4 0.9993 4 2 1
10 1 2 1 1
11 1 4 1 1
10 1 2 2 1
4 0.93749 G 1 1
11 0.5822 B 1 1
11 1 4 2 1
12 1 4 2 1
4 0.9998 4 2 1
11 0.9901 4] 2 1
11 1 G 2 1
4 1 4 1 1

Figure 17: Sample of output table ANALYSE_CLUSTER_1
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On analyzing this table after sorting the tableocagding to the attributeise_condom, |
observe that the people who used condoms (sigrifyedse_comdom=1) are fewer than
those who do notTherefore it becomes difficult to draw conclusons on what
attributes influence condom use. This is mainly due to the small dataset or sample

size.

However from these results it is observed that atioic level has very little influence to
condom use. The distribution shows that even thquegple have at least been to high
school some do to make use of condoms while thereitio natTherefore this table was

discarded, had little information thus resultinghe mining of a new table.

2. TableANALYSE_CLUSTER 2

This table also has the attributese condom but now includes attributeEDUC1
(education level), EMPLOY (if employed or not)HIV_TST (if person would have an
HIV TEST) andHIVTEST (if person has had an HIV TEST). In this table selsar
relations were established, it was apparent thahase people who had an HIV TEST
did make use of a condom. This indicates that & bad an HIV Test (although we don’t
know the outcome of test results) it is appareat that person eventually makes use of a

condom when having sexual intercourse.
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CLUSTER_ID | FROBABILITY | EDLICY EMPLOY | HIV_TST HIWTEST LISECOMND

4 1 4 1 4 1 1
4 1 4 1 3 0 0
4 1 4 2 4 0 0
4 0.9979 4 2 4 0 0
4 1 4 2 1 0 0
4 1 4 1 1 1 0
4 0.999 4 1 i} 1 1
4 0.9953 4 2 2 1 1
4 0.9993 4 4 2 1 1
4 1 4 2 3 0 0
4 1 4 1 4 0 1
4 n.a47 4 1 2 0 0
4 0.9993 4 2 2 0 1
4 1 ] 1 2 1 0
4 1 4] 3 2 1 0
4 0.996 4 2 2 1 1
4 0.9954 4 1 1 1 1
4 1 4] 1 3 1 0
4 0.97a8s5 4 1 2 0 0
4 1 4 2 2 0 0
4 0.9999 4 1 2 0 0
4 0.9923 4 1 2 0 0
4 0.9724 4 2 ] 1 1
4 1 4 1 4 0 0
4 1 G 1 1 1 1
4 1 4 2 1 0 0
4 0.99383 4 2 2 0 0
4 1 4 1 2 1 1
4 0.r599 4 2 3 1 0
4 1 4 2 4} 0 1
4 0.rao 2 1 2 1 0
4 1 4 2 1 0 0
4 0.9537 4 1 2 1 1
4 1 4] 4 2 0 0
4 0.9975 4 B 2 0 0
4 1 4 4] 4 1 1
4 09924 il 1 3 1 0

Figure 18: Sample of output table ANALYSE_CLUSTER_2

Therefore, the attribute HIVTEST in this case influences condom use, hence is a

predictor of prevention behaviour.

3. TableANALYSE_CLUSTER_3

In this table | am now looking for attributes thafluence one to abstain from having
sexual intercourse for a year or more. | therefoctuded the following attributes in the
resultant tableABSTNMTH (abstain for a monthABSTNYR (abstain for a year or
more),FAITHFL (faithful to partner), an8iIVTEST (have an HIV test).
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CLUSTERE_ID | PEOEBABILITY | ABSTHMTH | ABSTHYE | FAITHFL HMNTEST
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Figure 19: Sample of output table ANALYSE_CLUSTER_3

On analysis it is observed that ClusterID = 6 & ¢ime cluster that contains the majority
of people who managed to abstain for a year or nidogvever, it was also clear that of
those who managed to abstain none of them couldittéul and none had been tested
for HIV. This clearly shows that testing for HIV $iao influence in resulting one to
abstaining (although it has an influence on condarse as explained in
ANALYSE_CLUSTER_2).

54



4. TableANALYSE_CLUSTER_4

EMPLOY (employment status)HIV_TST (if person would go for HIV test),
KNOWAIDS (if person knows AIDS)KNOWHIV (if person knows HIV)LESPART
(if person has decided to have fewer partners)TahdK _OPN (if person talks openly

about the virus) were attributes included in thisie.

CLUSTER_ID | PROBABILITY | EMPLOY |HIv_TST | KNOWAIDS | KMOWHY | LESPART | TALK_OPM
12 n.aro7 2 a 0 0 0 5
10 1 1 1 1 0 0 5
11 0.9986 2 3 o 0 0 5
4 1 1 4 0 0 0 5
10 0.9985 2 1 1 0 0 5
1 06431 1 2 0 0 0 1
1 1 1 1 0 0 0 2
B 1 5 1 1 0 0 5
B 1 1 4 0 0 0 3
B 1 1 4 0 0 0 5
4 0.8417 1 2 1 0 0 1
1 1 a 2 1 0 0 5
12 1 0 3 o 0 0 5
10 1 1 3 1 0 0 5
11 1 3 2 1 0 0 2
8 0.8402 1 5 1 0 0 2
10 1 1 1 0 0 1 1
12 0.99aa 2 2 1 0 1 1
12 0.9394 1 1 o 0 1 1
11 0.56822 2 2 0 1 1 1
11 1 1 3 0 0 1 2
B 1 a 1 0 0 1 3
13 1 a a 0 0 1 1
11 1 1 1 1 0 1 1
B 1 1 2 1 0 1 2
10 1 1 1 1 0 1 3
4 0884 1 5 1 0 1 5
B 1 2 5 0 0 1 1
11 0.9501 1 1 o 0 1 1
13 0804 4 1 1 0 1 5
11 1 4 1 1 0 1 1
10 1 1 2 1 0 1 5
6 1 2 1 0 0 1 1
B 0.9026 1 2 1 0 1 2
11 1 4 2 1 0 1 5
12 0.8582 2 2 1 0 1 2
11 0.9995 1 1 0 0 1 5
11 1 3 1 1 1 1 1

Figure 20: Sample of output table ANALYSE_CLUSTER_4

Here focus is on the attributetESPART from my definition of prevention predictors:

Observations in this table show that these resultsnot really useful. This is because
277 out of 299 people in this table did not dedid&aving fewer partners thus leaving
only 20 people out of 299 who decided to have fepegtners. However from the 20 only

2 seem to know about AIDS. Thus no conclusionsbeadraw due to small sample size.
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5. TableANALYSE_CLUSTER_5

Attributes included in this table ardBSTNYR (abstain for a year or more),
KNOWAIDS (person knows AIDS)KNOWHIV (person knows HIV) anMARRIED
(marital status).

CLUSTER_ID | FROBAEBILITY | ABSTMRYR M OWAIDS KO H 1S mMARRIED

1 [u]
1
0.8358
0972
09934

-

H94949

o000 0nonnono0nnonnannnonoonnanonoonnoonssdsss
) ) P P Y P P ) ) P ) Py ) Y Y

=M= N e e e e e e S e N e N e e E N P e W B e Y W ]
~DOo=0=00==00"00=0====200===200=0===2==0
coo-~-2o0ococoocooooooo0o0o0oocooO00oc0o0oo00ooooooao
co=2oooococoocooo0OoooO0OoOO0CD=000=00000-=0-==-=

Figure 21: Sample of output table ANALYSE_CLUSTER_5

Attribute in to focus on IABSTNYR: Observations here draw an interesting pattern
from the results. It is evident that ClusterID #s@he only cluster that contained people
who have managed to abstain for a year or more.fAamd this same cluster it is evident
that the majority of the people know about AIDSisTalone brings me to the conclusion
that one abstains because he knows AIDS (the darayet effects of it)Therefore |

conclude that Knowing about Al DS somehow leads to abstinence.
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6. TableANALYSE_CLUSTER_6

From the results obtained in previous table | tdenided to continue investigating the
attribute ABSTNYR (abstain for a year or more) heemluded different attributes to see
what outcome | get if | keep in mind that ClusterD6 contains only people who
managed to abstain for a year or more. These atiébutes areAGE1 (persons age),
HIVTEST (if been tested for HIV)MARRIED (marital status)SEX1 (gender) and
YTHHELP (if person has volunteered to help care for peagie have been infected
with the virus).

CLUSTER_ID |PROBABKL" ABSTHYR | AGE1 HIVTEST | MARRIED | SEXI1 S THHELRP

L0086

alalalalalalalalalalalalalala|ala|alalalala]a|am|gl=|a|==|aa]a|a|a|a=]|=
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Figure 22: Sample of output table ANALYSE_CLUSTER_6

Since the attribute in focus hereABSTNYR: Observations show that the people who
abstained (mainly in ClusterID = 6) were not inficed by having an HIV test, by their
marital status or gender. This therefore bringsoaclusion that other attributes not

included in this table may have influenced thesepfeeto abstain.
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7. TableANALYSE_CLUSTER_7

For this table | decided to focus on the use ofdooms again by including the following
attributes USECOND, EDUC1 andSEX_YET (if person has had sex before or not).
From this table | was wishing to establish a relahip between condom use and
education level, but it has proven impossible ttedeine whether literacy (education
level) plays a role in why one may use a condonesélresults are thus not really clear to

draw any conclusions.

CLUSTER_ID' FPROBABILITY EDLUICA SEX_YET | USECOMND
11 0.4973 il n] 0]
11 1 4] u] u]
G 1 4 u] 0]
11 0.9992 4 1 o
12 1 4] n] 0]
13 0.5823 3 1 o
4 1 4 1 0]
4 0.8972 3 1 o
a 0.9384 4 1 0]
4] 1 4] u] o
10 1 2 1 1
11 1 4 1 1
4 0.9879 4] 1 1
11 1 4 1 1
11 1 =] u] 1
10 0.9997 4] 1] 1
11 0.9901 4] n] 1
11 1 4] u] 1
4 0.9953 4 1 1
11 0.9r7av a 1 1
11 0.5822 4] 1 1
11 1 4 1 1
12 1 4 1 1
4 1 n] 1 1
4 1 4 1 1
4 0.9993 4 u] 1
4 1 4 1 1
10 0.9933 4] 1 1
4 0.9993 4 u] 1
10 0.9991 =] 1 1
11 1 4 1 1
10 1 4] 1 1
11 0.99938 4 u] 1
4 1 4 u] 1
10 1 4 1 1
10 0.9999 4 1 1
10 1 2 1 1
4 0.9934 =] u] 1

Figure 23: Sample of output table ANALYSE_CLUSTER_7
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8. TableANALYSE_CLUSTER_8

This table has the following attributésESPART (fewer partners)KNOWAIDS and

KNOWHIV. Here | turn my attention to the attribute fewartpers, where | wish to
determine if knowing both HIV and AIDS leads to amsulting in having fewer partners.
The problem here though is that the sample siz¢hose people who decided (for
whatever reason) to have fewer partners is veryl@a out of 299). Therefore it is

difficult to draw conclusions here.

CLUSTER_ID | FROBABILITY | KROWAIDS | KROWHPY | LESPART
4] 1 1] 0 0
4 1 1 0 0
10 0.99493 1] 0 0
11 0.9983 1] 0 0
4 1 1] 0 0
11 1 1 0 0
5] 1 1] 0 0
12 1 1] 0 0
13 0.5823 1 0 0
4 1 1 0 0
4 0.arz 1 0 0
10 1 1 0 0
12 0.arar 1] 0 0
10 1 1] 0 0
4 1 1] 0 0
10 1 1] 0 0
11 1 1 0 1
12 0.994949 1 0 1
12 0.9394 1] 0 1
g 1 1 0 1
13 1 1] 0 1
11 0.99mm 1] 0 1
12 0.904 1 0 1
11 1 1 0 1
11 0.5822 1] 1 1
10 1 1 0 1
10 1 1 0 1
5] 1 1] 0 1
12 0.7693 1] 0 1
10 1 1] 0 1
11 1 1] 0 1
4] 1 1] 0 1
11 1 1 0 1
4 0.999 1 0 1
4] 1 1] 0 1
4] 0.9086 1 0 1
11 0.99498 1] 0 1
11 1 1 1 1

Figure 24: Sample of output table ANALYSE_CLUSTER_8
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9. TableANALYSE_CLUSTER_9

From tableANALYSE _CLUSTER_5, | observed that the ClusterID = 6 is different
from all other clusters in that it only containopke who have managed to abstain. So in
this table ANALYSE_CLUSTER_9) | intend to further find other attributes thatvia
closely influenced an individual to be able to abstfor a year or more. To do this |
included the following attributes together wAABSTNYR (abstain for a year or more),
and these ar&DUC1 (education leve)EMPLOY (employment status)rAITHFL
(faithful to partner), HOUS TYP (your house or home type)KNOWAIDS,
KNOWHIV, MARRIED, SEX1 (gender) antY THHELP.
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Figure 24: Sample of output table ANALYSE_CLUSTER_9

On analyzing this table, | observed that the mgjaof the people who abstained (see
ClusterID = 6) have at least been to high schoolvéler this cannot be conclusive as it

is evident that for other clusters (containing geopho failed to abstain) had a similar
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distribution. It is also clear that gender anddtteer attributes included here did not make

significance to why people abstain.

6.1.1 Conclusionsdrawn from the Analyse Cluster tables

Observations in table ANALYSE CLUSTER_2 make it darnt that the attribute
HIVTEST influences condom use. However, ANALYSE CRTER 5 clearly
concludes that knowing about AIDS leads to abstirermherefore from these table
observations | have concluded that the attribbtedTEST andK NOWAIDS have been

clearly been identified as predictors of preventiehaviour.

6.2 Deter mining Predictors by using Association Rules

According to [Al-Attar, 2004], association ruleseasimilar to decision trees and
association rule induction is the most establishedl effective of the current data mining
technologies. This technique involves the definita a business goal and the use of rule
induction to generate patterns relating this goabther data fields. The patterns are
generated as trees with splits on data fields. Tddhnique allows the user to add their
domain knowledge to the process and decide omattys for generating splits [Han et al,
2001].

In order to employ the association rules, | simgybplied the Apriori algorithm which is
the only association rule available in ODM to treagets TSHA TSHA APPLY1 and
APPLY_OC3_TSHATSHA. The resulting tables from thgoaithm sifting through these
datasets were named ASSOCIATION_MODEL for datadePRY_OC3_TSHATSHA
and ASSOCIATION_MODEL2 for dataset TSHA TSHA APPLYdnd these were
exported to spreadsheet files for analysis. Theeagjsheets were also named as
ASSOCIATION_MODEL and ASSOCIATION_MODELZ2 and thesee available on the
CD ROM that accompanies the project.
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The dataset APPLY_OC3_TSHATSHA was used to fingsubecause it the resultant
data that contains the ClusterIDs found using tHel@ter model. Analysing the rules in
ASSOCIATION_MODEL | observed the following.

The majority of relationships here lead to peopt¢ having less partners, not using
condoms, being unfaithful to partners in an evenprevent HIV infection. Most of the

relationships are however meaningless.

From the table it is however evident that ASSOCIABNI MODEL is giving
relationships of attribute behaviour from a negatperspective (for example, if one is
married and talks openly about HIV AIDS then theyl wot be able to abstain for a
year). This is making the identification of predid difficult. By interpreting these
relationships, | observe that even though indivisiumay talk openly about HIV AIDS
and married, this will not result them in havingdepartners or abstain for a year.

Therefore, in this association table it is diffictd identify predictors.

The dataset TSHA_TSHA APPLY1 is the dataset thas wsed when applying the
cluster models. Analysing the outcome of this detagoutcome is in
ASSOCIATION_MODEL?2) | observe the following; an indlual who talks openly
about HIV AIDS and hasn’t had sex before is mdstl\i to use a condom when he/she
decides to have sex. Table results also show thate had an HIV Test and had sex
before, he/she is most likely to abstain for a y@dwe majority of the association rules
here show that one will have fewer partners, if bas at least been to high school, has

had an HIV Test and talks openly about HIV.

Here ASSOCIATION_MODELZ is giving relationships foa positive perspective, for
example, an individual who talks openly about HIVDS and hasn’t had sex before is
most likely to use a condom when he/she decidésavte sex. .Therefore for this table it
is evident that the most likely predictors are hgvanHIV testandtalking openlyabout
HIV AIDS.
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It must be mentioned that the identification of HNDS prevention predictors is a very
difficult process which needs reasoning and donkaiowledge. From the associations
the attributedHIV testandtalk openlyhave been identified as predictors for condom use
as prevention. Although, the justification of thgseedictors is mainly based on the
clusters and association rules it must be mentiothed the interpretation of the

relationships in the associations is solely depende domain knowledge of the field.

6.3 Chapter Summary

Analysis of the Clusters found was made in a @iadl error approach. However it was
evident that there was a significant distinctiontws®n some clusters, namely
ClusterID=4 and ClusterID = 6. These two clusteraden it possible to identify
predictors. In the cluster analysis the attrib ¢ TEST and KNOWAIDS have been
clearly been identified as predictors of preventioaehaviour of condom use and

abstinence.

By employing an association rule algorithm, the idpy the attributedHIV testandtalk
openlywere identified as HIV AIDS predictors of prevamtiof condom use.

The following chapter will summarise the conclusicdhat have be drawn from all the

results obtained. It also gives a conclusion reggr@racle Data Miner as a mining tool.
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CHAPTER 7

7 Summary and Conclusions

In this chapter, the main results of this work smenmarised. This project has been a very
successful one, with the major project aims andisgoaet. There were two main
objectives in this research. Firstly, it was aimed analysing and evaluating the
effectiveness of two Clustering algorithms, the Dsfer and K-Means in terms of
accuracy in building models and finding clustersewlapplied to new data. The second
objective was to find predictors of HIV AIDS prevgm behaviour attributes from the
dataset obtained from the Centre for AIDS Develapim&esearch and Evaluation

Institute for Social and Economic Research, Rhattagersity.

7.1 Key Results of the Work

7.1.1 Conclusions Regarding Algorithm and Model Accuracy
[Roiger et al, 2003] discusses aspects of evalgatie performance of models built

during data mining. According to these authors, wievaluating performance it is
necessary to consider whether the results of thia daning can be interpreted and
whether the results can be used with confidenceedard to this it was observed that the
O-Cluster algorithm builds more accurate modelscmspared to the K-Means algorithm.
The outcome of these accuracies is depicted byageeronfidence and support values in

Figure 12 and Figure 13.

The most effective model built was the model bloyltusing the O-cluster algorithm as it
possesses an accuracy figure of 95,5% (FigureQ3)applying this model to new data
and using the evaluation technique by [Roiger g2@03] to analyse the accuracy the
algorithm model has in finding clusters, it was devit that 42 out of 107 (39%)
ClusterIDs were correctly predicted in the outcoofethe Adaptive Bayes Network
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model. This shows that the model built using th€ldster algorithm performs better
than the model built by the K-Means algorithm wharily managed to correctly predict
18 out of 107 (17%) ClusterIDs.

In order for an algorithm to perform well, it wagaessary to tune the algorithm by
adjusting its settings. According to the model hsswbtained from the algorithm
evaluation phase, it is evident that tuning in soo@ses results in the algorithm
performing well and sometimes performing badlyaris of model accuracy.

Observations indicated that tuning the K-Means rtlgm had very little effect on

increasing the accuracy of the models built byalgorithm. On the other hand, tuning
the O-Cluster algorithm proved to make the algamitperform better thus building the
most accurate model as depicted in Figure 12 an@H& setting to enable tuning for the
O-Cluster is the Sensitivity while those for theMéans are the Minimum error tolerance

and Maximum lterations.

7.1.2 Conclusions Regarding I nformation Gathered from Dataset
A few attribute predictors of HIV AIDS preventionewe found from the dataset. The

process of finding these involved critical analysishe results as well as good reasoning.
These were the attributédV testand Know Aidshave been clearly been identified as
predictors of prevention behaviour of condom usd ahstinence. By employing the
Apriori algorithm, the attributesilV testandtalk openlywere identified as HIV AIDS

predictors of prevention of condom use.
» HIV test —if one has had an HIV test

> Know Aids — if one knows about AIDS

» Talk openly — if one talks openly about HIV AIDShot
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7.2 Oracle Data Miner and Available Algorithms

The fact that Oracle Data Mining’s data mining fumcality is embedded inside the
Oracle Database makes the data gathering and ptepaprocess simpler. It also makes
model building and model applying very simple ais i evident from the step by step
wizards provided by the mining tool. ODM provideasg and reliable access to the
database and the tables stored in the database.nidkes it possible to search for a
specific data set during the data mining processs Blso allows the user to view
summaries of the data including distributions ofilagites in the data set, which is of use
during the data preparation phase. Any results imdda can also be exported to
spreadsheets allowing increased accessibility arsdireng they can be easily worked
with.

ODM supports the following algorithms as stated[Bgrger, 2004] and the evaluation
results of some of these algorithms investigatednseto be interesting.

* Enhanced k-Means Clustering (clustering)

» Orthogonal Partitioning (clustering)

* Adaptive Bayes Network supporting decision tre¢ass&ification)
* Naive Bayes (classification)

* Model Seeker (classification)

» Apriori (association rules)

The results obtained in this research when makmg\aluation of the two Clustering
algorithms available in ODM have shown that the IQs@r algorithm builds more
accurate models as well as in finding more accuatgers when the model is applied to
new data as compared to the K-Means. On the othred,HDavis, 2004] also proves in
her research that for the evaluation of Classificatlgorithms between the Adaptive
Bayes Network and the Naive Bayes, the ABN algorithives more accurate results

when used to build models as well as in applyirmgrttodels to new data.
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It must be emphasised that the ease and speedidingua model using the wizards
allows for a number of models to be built at thensatime. This approach is

recommended in order to ensure the most effectvaetpossible is produced.

7.3 Conclusion

Following on from the conclusions and recommendwtiof the theory research, | have
managed to conclude that the O-Cluster algorithra been identified as the most
accurate clustering algorithm in Oracle data minifly. The results achieved by the
evaluation fulfil the aims of this project. Howevansiderable time was spent laying the
groundwork for the practical stages were diffeqgaposals were considered as to how to
implement theory suggestions in a practical wayeriwvally, a novel solution was

adapted and hence leads to these results.
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Appendix A:

| nstallation Problems Encountered in ODM

Oracle10g version 10.1.0.2.0 and Oracle Data niifigrversion 10.1.0.2.0 were installed
on the server machine — Athena.ict.ru.ac.za udheg installation guide from [ODM
Release Notes, 2004]

Two errors have been obtained as a result of tlsisliation guide with the one discussed

first being the major problem.

Since the Oracle database 10g and ODM are botionel§.1.0.2, this installation guide
strongly recommends that you upgrade to the foligwatch sets:

» Oracle database 10.1.0.3 and
» Oracle Data Mining 10.1.0.3.1

On installing and configuring all the required saite as described in this installation

guide the following errors appear when logging ithte data mining server:

» odm api isincompatible with odm api for the schema and therequired
isodm api 10.1.0.2.0

Oracle Data Miner

r"— Cannot connect to specified Data
_/'I Mining Server. Check connection

infarmation and try again.

Lo |

Figure 25: Error obtained after installations
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Discussion of Problem and Solution:

Installing the above patches was hoped to upgradeQracle database from version

10.1.0.2.0 to version 10.1.0.3 but that was notcte. The patches would not upgrade
the database to the higher version as requirecewwhéd ODM does upgraded to version
10.1.0.3.1. When upgrading, tleemapijar  used by Oracle Data Miner, must be the
same version as that installed in the databastheSpatching of ODM 10.1.0.3 results in

the loading of a newdmapijar  into the database. The result of the patching séhe

database and ODM versions to be incompatible vathether.

The database version can be obtained by loggimgtive database using the Enterprise
manager then run the following sql query from apligption iSQL plus provided within
the enterprise manager (iISQL plus is similar to S8s, difference is that iSQLplus
runs on a web browser while SQLplus is an appbeafi. Refer to Appendix C for

instruction on how to logon to the enterprise mamag the machine Athena.

->SQL> select COMP_ID, COMP_NAME, VERSION, STATUS f rom dba_registry
where COMP_ID ='ODM'
returns:

Oracle Data M ning
10.1.0.2.0 VALI D

The solution is to de-install the patches and @plne original ODM API in both the

ODM and Oracle database. The origindmapi.jar for this database is for the version
10.1.0.2.0. This api can be obtained from the @raabsite or by the reinstallation of the
Oracle 10g database version 10.1.0.2.0 (and cdoumel in the database lib directory:
C:\oracle\product\10.1.0\em_2\dm\lib in this datba installed on athena). The same
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version of the odmapi.jar has to be placed in thracfé data miner lib directory
(C:\odminer\lib).

| therefore recommend that when installing and igoming the database and the data
miner not to install or patch with the Oracle daisd 10.1.0.3 and Oracle Data Mining

10.1.0.3.1 patches because this results in the @discussed above.

Another error that | encounter was the same asdigyaitted by Figure.15. The error will

be obtained if the Oracle database is not promenhfigured for data mining. Here a data
mining user account in the database is configueethat it can be linked to and used by
the Oracle data miner. The proper way to configine database for data mining is
discussed in detail in Appendix B, were | providlellze necessary steps to installing and

configuring the database and Oracle data mineddta mining.
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Appendix B:
Configuring ODM

This configuration is the Oracle 10g database wardi0.1.0.2 and Oracle data miner
version 10.1.0.2 on a Windows Platform (Microsofindbws Server 2003, Standard
Edition). Basically the Oracle Data Mining servans against an Oracle 10g Database.

Both the database and ODM can be downloaded frer®thcle website.

STEP 1-Install Database

For the installation of the Oracle 10g databaserref the Oracle DatabaseglRBelease 1
(10.1) Documentation [Oracle Installation, 2004]

It is recommended to install the Enterprise versibthe database as it contains all the

necessary all the data mining tools needed by thel®data miner software.

After a successful installation, all the ODM softevas located in the directory:
C:\oraclé\product\10.1.0\em_2\dm

During installation of the database the passwoodslf default users was set and in this
case it was set toraclelOg for all users. The username for super usesyssand the
corresponding password s aclel0g. To log into the database you use the Enterprise
manager (EM). The EM for oracle1lQg is accessedutiivaa web browser and the URL

for this particular database WRRL :http://athena.ict.ru.ac.za:5500/em/

Enter the credentials, usernasys; and passwordr aclelOg then Connect as-SYSDBA

When | logged onto the database | then create nmydata mining user account:

Usernameadm_use AND passworddatamine then Connect As normal user.
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STEP 2-Install Data miner

After downloading the data miner version 10.1.0.@0miner.zip file) unzip the entire
contents of odminer.zip to the directory C:\odminer

To run the Data miner, you run (double click) tlideninerw.exe executable file located in
the directory where Oracle Data Miner was installedthis case it can be found in the
directory;C:\odminer\bin\odminerw.exe

STEP 3-Configure Data miner user

To configure the database for a data miner usessthipt odmuser.sgl is executed in
SQL*Plus which is located in located in the diregt@ontaining all the Data mining
software C:\oracle\product\10.1.0\em_2\dm\admin). Therefore to be able to run the

script you need to logon to the database as a siggel(in this case as sys).

Start SQL*Plus and login as follows:
>SQL PLUS sys/oraclelOg as sysdba

Run the scrippdmuser.sgl with the following command:
SQL> @ C:\oracle\product\10.1.0\em_2\dm\admin\odmuser.sql

The output is as follows:

Enter value for 1: odm_use data mining user account we are giving miningypssions in the database
Enter value for 2: datamine//corresponding password

Enter value for 3: odm // default tablespace for this user

old 1: drop user &ZUSERNAME cascade

new 1:drop user odm_use cascade

drop user odm_use cascade

*

old 1: create user &RUSERNAME identified by &PAS®HND default tablespace
&TBSNAME temporary tablesp

new 1: create user odm_use identified by datachefi@ult tablespace odm temporary
tablespace temp

create user odm_use identified by datamine defabléspace odm temporary tablespace
temp quota un

*

old 9:to &USERNAME
new 9:toodm_use
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Grant succeeded.

old 1: grant execute on ctxsys.ctx_ddl to &USERWEA
new 1: grant execute on ctxsys.ctx_ddl to odm_use

Grant succeeded.

old 1: grant DMUSER_ROLE to &USERNAME
new 1:grant DMUSER_ROLE to odm_use

Grant succeeded.

STEP 4-load ODM sample datasets

This step is option if you have your own datasetpérform the data mining, but it
becomes necessary if one needs to follows the aténg tutorial which will be
discussed in Appendix C. In is also important ttertbat all data mining is performed by
the data mining user granted permission as showwueaénd all the data that is intended
to be used during mining is loaded into that ustatde space. The database only grants

one data mining user.

To load the sample datasets execute the following scripts:

First run theodmtbs.sqglscript to create a tablespace and specify thetitotaf the

tablespace file to be used by the data mining users

» SQL>C:\oracle\product\10.1.0\em_2\dm\admin\odmtSI&EMPO01.DBF
C:\oracle\product\10.1.0\oradata\orc2\ TEMPO1.DBF

Run thedmuserld.sglscript to load the sample data mining datasets tineé specified

Data Mining User schema as follows:

» SQL> C:\oracle\product\10.1.0\em_2\dm\admin\dmussgl odm_use datamine
C:\oracle\product\10.1.0\oradata\orc2\ TEMB®IF
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The ODM installation guide specifies that for Oeddd, ODM Java and PL/SQL sample
programs use datasets shipped with the common scB&mTherefore it is necessary to
execute the following script to grant necessary &ldess privileges. As mentioned all
default database user password was set to oracl@bOgrant these privileges run the

scriptdmshgrants.schs follows:

» SQL> @ C:\oracle\product\10.1.0\em_2\dm\admin\dmeshigs.sqgl oracle10g
odm_user

Then logout of SQL*Plus as superuser
» SQL> exit

Re-Login as the Data mining user (odm_use)

» sqlplus odm_user/datamine

Execute the scriptmsh.sqto create related views and tables in the SH Sahem

» SQL> C:\oracle\product\10.1.0\em_2\dm\admin\dmsh.sq
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STEP 5-launching the Oracle data miner

Double click the executable=> v odminerw.exe

Since this is the first time you are launching OMdta Miner (odminerw.exe from the
directory we installed the data mine€:\odminer\bin\odminerw.exe), you will be
prompted to create a new database connection.ifptint simply enter the information
for the usendm_use as follows:

g MNew Connection

Connection Mame: ||:|r|:2 |
Connection Settings
User: | CDM_UISE |
Passwor; | #essess |
Host: | Athenaict.ruac.za |
Port: 1521 |
SiC: ||:|r|:2 |

|£| |E| | Cancel |

Figure26: Connection settings for odm_use

Note that theConnection namean be anything but in this case | set it to ofiti2
database name)
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o2 Oracle Data Miner

Select a data mining server connection.

Connection: | orc2 = |
| Mews... | |Edt.. | |Delete |
| Help | | ik | | Cancel |

Figure 27: Select orc2 connection name

Connecking to Data Mining Server E

Connecting

KT TS FSrssssii

| Cancel |

Figure 28: connecting to the ODM server

NB: if all the above istallation and configuration steps are implemergadcessfully,
the following screens should be seen when logginip the ODM server.
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(5] Classification

[:a Clustering

E Feature Extraction
E Redression
=3 Resuts

w3 Build

-3 apply

I:—}--@ Settings

@ Atribwte nportance
@ Azsocigtion Rules
[ clazsification

@ Clustering

@ Feature Extraction
@ Regression

@;3 Tasks

-[F Mining Activities

I"L....r;.I Cucd o o ecumon

fal

Marne Status

Todls  Help

[«]]

Models

Expand folder to view model types.

Figure 29: ODM server interface when connected
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Appendix C:
ODM Tutorials

This appendix aims to provide the reader with imfation on how to use the Oracle data
miner used in the evaluation of the algorithmshis tesearch project. | assume the reader
has access to th@racle10g Data Mining Tutorialsvhich are available on the CD-ROM
that accompanies this project. It is also assumediser has access to the server machine
Athena.ict.ru.ac.za which has the Oracle1l0g Reléasersion 10.1.0.2 and Oracle data

miner version 10.1.0.2 installed and configureduse.

C.1 Preparing for Data Mining
The server machine was installed with the minirgg®uch that any user can make use
of the mining tools. However if the reader has redentials to the machini¢,is possible

to login to the machine with the usernamg05m5125 and the passwordfinal 22.

» Launch the Oracle Data mining server, this is ledan the following directory:
C:\odminer\bin\odminerw.exe

Double click the executabt@minerw.exe (look at Appendix C step 5)

» Ifitis required to load any datasets into theablase it will be necessary to create
database tables first. This is achievable usingetherprise manager (EM). The
EM for oraclelOg is accessed through a web browaser the URL for this
particular database $RL:http://athena.ict.ru.ac.za:5500/em/
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& Oracle Enterprise Manager - Mozilla Firefox

File Edit View @o  Bookmarks Tools  Help
@ - - E";-?;I @ /':‘_T’ || http:jfathena.ict.ru.ac,za: 5500 emfconsoleflogonflogon
Google | | How towrite arese... | | Software Internship... | | &CM: Associakion Fo...

ORACLE Enterprise Manager 10g

_

Login to Database:orc2

* Llser Mame |sys
L a o

* Pasgwaord

Connect As | SYSDBA [+

| Login )

Copyright &19396, 2004, Oracle. All rights reserved.

Figure 30: login screen to Oracle10 Enterprise Manager

Here enter the credentials, usernasy®-and passwordraclelOg then Connect
as-SYSDBA (the system database administrator atccourthe Data miner user
account with Usernamedm_use AND passworddatamine then Connect As

normal user.

When logged into the database, through the Enssrpvianager, you can view the tables
available or even create tables to load new dgtatg Administration=> Table3.Any
data sets that will be mined should be loaded theoodm_use schema in the Oracle
database. The loading of data can be accomplishedibgsqgl*loader (sqlldr.exe).
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Starting sgl* loader

Click onStart > programs > command promihten cd (change directory) to the directory
with the data you want to load into the databas$enTtype the commarslldr to start
the application. Note that sgl*loader is an appiara for loading data into an Oracle

database hence it can only be found on machinethgti®racle database installed.

To make a batch load of data setsinto atable

Firstly create a control file and save it as afi#l in the same directory as the dataset
file. The control file contains information on wieethe dataset file can be found and

which database table the dataset is going to lmketbtn. Most success in loading datasets
was achieved by the use of .txt files with itemsenords separated by commas and each

record on a new line.

Open command prompt, then change directory todbation where the .ctl file is located
then typesqglldr (sqgl loader application) armtim_use/datamin@®DM account name &
passwordgs follows to load the dataset into the databasle:t

» C:\DATA\tsha_tsha>sqlldr odm_use/datamine
This will prompt for the control file name after wh it will load the data.

oo | Commmand Prompt - sqlldr odm_use /datamine

Microsoft Windows [Vewrsion 5.2.37981
CC» Copyright 12852883 Microsoft Corp.

C-~Documents and Settingss~gBitm5125>cd C:~DATA~tsha_tsha
C:~DATA~tsha_tshaX*sqglldy» odm_usedatamine

control = _

Figure 31: Example of how to load data
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C.2 The Actual Data Mining
At this stage the reader should refer to @racle1l0g Data Mining Tutorialen the CD

ROM that accompanies this research projéhe tutorials provide a step by step mining
methodology. The tutorials are in different staghs, building by a particular algorithm
and applying of the model built. For this reseatitcl major algorithms used are the
Clustering algorithms (O-Cluster and K-Means), hegreutorials for all algorithms used
will be provided in the CD ROM.
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Appendix D:
Datasets

The dataset files used in this evaluation are alkglin the CD ROM that accompanies
this project.

Spreadsheets

The spreadsheet files used for the evaluationratitki identification of predictors are
also available in the CD ROM that accompanies togept.
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